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Abstract. A link between certain problems of cryptology and mathematical logic is pointed
out. Computational complexity of the Learning Parity in Noise (LPN) problem is discussed as
an example of the reasoning over uncertain data.

Introduction

This paper links a real-life problem of growing importance and a topic of mathematical logic.
We consider certain issues of security within cyber-space and a topic of mathematical logic ded-
icated to reasoning over uncertain data and corresponding computational complexity. Accord-
ingly, an application of the topics of mathematical logic to cryptology is pointed out. Section 2
summarizes some emergency issues of cyber-security which imply request for employment of
low-complexity cryptographic techniques. A mathematical problem called Learning Parity in
Noise (LPN) relevant for design of low-complexity and highly secure cryptographic primitives
is summarized in Section 3. Finally, section 4 addresses some issues of the LPN problem com-
plexity which are also challenges regarding reasoning over uncertain data.

Preliminaries

Overheads Implied by Cryptographic Techniques. Our society strongly depends on information-
communications technologies (ICT) and the security of ICT has been recognized as one of the top
priorities in order to minimize impacts of potential attempts regarding misuse of ICT with disas-
trous consequences. Accordingly, we face an extensive employment of the security mechanisms
and as a consequence we face significant overheads to the main functionality of the systems im-
plied by the employed security mechanisms. Reduction of these security related overheads is
of a top interest because cumulative effect of all these overheads has a (very) significant cost.
A part of these overheads corresponds to the cryptographic techniques employed in the secu-
rity mechanisms. Accordingly, reduction of the security overheads implied by cryptographic
algorithms appear as an issue of very high importance. On the other hand, minimization of the
”cryptographic overheads” should not jeopardize the cryptographic security, and design of highly
secure cryptographic algorithms and protocols which minimize the overheads is still a challenge
and an emergency issue.
Lightweight and Provably Secure Cryptographic Primitives. The main overheads implied
by cryptographic techniques correspond to: (i) implementation overheads (required additional
software/hardware); (ii) computational overheads for performing cryptographic operations; (iii)
power-consumption overheads regarding cryptographic processing. Cryptographic techniques
which provide minimization of the overheads are called light-weight cryptographic techniques.
On the other hand side, a claim that a cryptographic primitive is provably secure means that
assumption of its insecurity implies that certain hard mathematical problem can be solved (em-
ploying certain algorithm for cryptanalysis) implying a contradiction and a justification of the
security. Note that When instead of a provably secure construction a heuristically secure ap-
proach is employed we could face iterative improvements of exploring the vulnerabilities with
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serious security consequences (as an illustration see [7]-[9])

Learning Parity in Noise (LPN) Problem

LPN problem has been recognized as an underlying approach for constructions of light-
weight and provably secure cryptographic primitives (see [10], for example). Informally, the
LPN problem a problem of solving a probabilistic overdefined consistent system of linear equa-
tions over GF(2) where the right side of each equation is true with the known probability p > 1/2
(typically p < 0.25). One of its incarnations is the problem of decoding of a random linear bi-
nary block code.
Definition: LPN Search Problem. Let s be a random binary string of length l. We consider the
Bernoulli distribution Bθ with parameter θ ∈ (0, 1/2). LetQs,θ be the following distribution:

{(a,< s, a > ⊕e)| ← {0, 1}l, e← Bθ} .

For an adversary A trying to discover the random string s, we define its advantage as

AdvLPNθ,A(l) = Pr[AQs,θ = s|s← {0, 1}l] .

The LPNθ problem with parameter θ is hard if the advantage of adversaries A that make a
polynomial number of oracle queries is negligible.
In [5] a distinguishing variant of the problem has been introduced, which is more useful in
the context of encryption schemes. Roughly speaking, the decisional LPN problem asks to
distinguish a number of noisy samples of a linear function (specified by a secret vector x) from
uniform random. The problem is, given A and y, to decide whether y is distributed according
to A · x⊕ e or chosen uniformly at random.
Definition: LPNDP - LPN Decisional (Distingushing) Problem. Let s, a be binary strings of
length l. Let further Qs,θ be as in Definition of the LPN search problem. Let A be a adversary.
The distinguishing-advantage of A between Qs,θ and the uniform distribution Ul+1 is defined
as

AdvLPNDPθ,A(l) = Pr[AQs,θ = s|s← {0, 1}l]− Pr[AUl+1 = 1] .

The LPNDPθ with parameter θ is hard if the advantage of adversaries A is negligible.
It has been shown in [5] that the distinguishing-problem is as hard as the search-problem with
similar parameters.

Complexity of Reasoning over Uncertain Data

According to the definitions of the LPN search and distinguishing problems, they belong to
a wider class of problems related to the reasoning over uncertain data.

It has been proved that in the worst-case, the problem of decoding a random liner binary
block code is NP-complete [1] as well as the LPN problem in the worst case.

On the other hand side, it should be noted that the average case hardness of the LPN prob-
lems, cannot be reduced to the worst-case hardness of a NP-hard problem. The confidence on the
hardness of solving LPN problems in average case appears from the lack of efficient solutions
despite the efforts over the years. Currently, the best known algorithms for solving the LPN
search problems are the one reported in [2] and its improvements/alternatives (see [6]. [3] and
[4]). The BKW algorithm [2] has the complexity 2O(l/log2l) and its improvements/alternatives
can provide further reduction of the exponent for a factor ∆(l, θ) (see the Definitions of the LPN
problems). The talk discuses complexity of the above mentioned algorithms and points out to
the open challenges.
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