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New foundations for mathematical logic (sometimes called Quine’s New
Foundations and often abbreviated by NF) was introduced in order to elim-
inate some of the annoying consequences of Russell-Whitehead’s type theory,
most notably, the one that some classes appear in every type.

N F solves this problem by introducing the notion of stratification and strati-
fied formulas, while retaining all positive aspects of Principia like the possibility
of developing the arithmetic and forbidding paradoxes. In a way, NF is simple
type theory in disguise.

We formally define stratification and prove some intuitive claims about it.
Because the notion of stratification is concerned only with variables, in order to
simplify further theory development, we extend its notion to encompass abstrac-
tion terms. This extension enable us to check whether some complex formula is
stratified without rewriting it in the basic language. For every additional term
we give a rule what type can be assigned to it, and in what circumstances. We
will provide few examples in order to demonstrate the benefits of our formaliza-
tion.

By formalizing the stratification in full, NF becomes easier to read and
comprehend and its exposition becomes more clear.

Acknowledgment

The research reported in the paper is partly supported by Croatian Science
Foundation (HRZZ) under the project UIP-2017-05-9219.



References

[1]

[2]

[6]

Holmes, M. Randall. Elementary set theory with a universal set. Vol. 10.
Bruylant-Academia, 1998.

Forster, Thomas E. ”Set theory with a universal set. Exploring an untyped
universe.” Studia Logica 53.4 (1994).

Jensen, Ronald Bjoérn. ”On the consistency of a slight (?) modification
of Quine’s New Foundations.” Words and objections. Springer, Dordrecht,
1969. 278-291.

Quine, Willard V. ”New foundations for mathematical logic.” The Ameri-
can mathematical monthly 44.2 (1937): 70-80.

Beeson, Michael. ”Intuitionistic NF Set Theory.” arXiv preprint
arXiv:2104.00506 (2021).

Whitehead, Alfred N, and Bertrand Russell. Principia Mathematica. Cam-
bridge [England: The University Press, 1925. Print.



Periodic Systems: Safety, Security, and
Complexity

Musab A. AlTurki!?,Tajana Ban Kirigin®, Max Kanovich*?,
Vivek Nigam!'”, Andre Scedrov®, Carolyn Talcott’

1King Fahd University of Petroleum and Minerals, Dhahran, Saudi Arabia
2Runtime Verification Inc., USA
3 University of Rijeka, Department of Mathematics, Rijeka, Croatia
4University College London, London, UK
5National Research University Higher School of Economics, Moscow, Russia
6Fede7’al University of Paraiba, Jodo Pessoa, Brazil
7Mum'ch Research Center, Huawei, Munich, Germany
8Um’versity of Pennsylvania, Philadelphia, PA, USA
9SRI International, Menlo Park, CA, USA

Keywords:
Formal Methods, Verification, Security, Multiset Rewriting, Industry 4.0,
Complexity

Development of automated technological systems has seen the increase in in-
terconnectivity among its components. This includes Internet of Things (IoT)
and Industry 4.0 (I4.0) and the underlying communication between sensors and
controllers. The combination of flexible interconnectivity and insecure devices
also presents opportunities for cyber-attacks. In an industrial setting such at-
tacks lead to serious material or human damage.

This paper is a step toward a formal framework for specifying such systems
and analyzing underlying properties including safety and security. Our formal
framework is based on multiset rewriting [2]. We introduce Automata Systems
(AS) motivated by 14.0 applications. We identify various subclasses of AS that
reflect different types of requirements on 14.0. For example, Periodic Automata
Systems (PAS) refine AS by incorporating the assumption that an 14.0 applica-
tion carries out a collection of tasks by execution of its components periodically.

We investigate the complexity of the problem of Functional Correctness of
these systems, that is, deciding whether a system does not lead to a critical
configuration that may lead to human or financial losses. We also investigate
the complexity of the Security Problem for Functionally Correct Systems which
considers vulnerability of these systems to attacks. We model the presence of



various levels of threats to the system by proposing a range of intruder models,
based on the number of actions intruders can use [1].

The proposed formal models, verification problems, and complexity results
support the automated security verification of 14.0 applications. We demon-
strate this by carrying out a number of experiments based on the formalization
in the rewriting logic symbolic tool Maude described in [3].
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In this lecture we discuss the addition of quantifier macros to cut-free LK
derivations. It is demonstrated that such extensions depend on a liberalization of
the usual eigenvariable conditions of LK. The resulting calculi (LK+ and LK++)
admit sometimes non-elementarily shorter cut-free proofs. As application we
sketch the construction of partial cut-free calculi for Henkin quantifiers. In
addition, we show, that LK cut-free corresponds to standard Skolemization
whereas LK+ cut-free corresponds to Andrew’s Skolemization resulting in a
potential non-elementary speed-up of resolution proofs.
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The fundamental feature of Batanin-Markl’s theory of operadic categories
[1] is that the objects under study are viewed as algebras over (generalized)
operads in a specific operadic category. Thus, for instance, ordinary operads
arise as algebras over the terminal operad 1gr, in the operadic category RTr of
rooted trees, modular operads are algebras over the terminal operad 1ggerc in
the operadic category ggGrc of genus-graded connected graphs, &c. Our aim is
to construct explicit minimal models for the (hyper)operads governing modu-
lar, cyclic and ordinary operads, and wheeled properads. According to general
philosophy [5], algebras for these models describe strongly homotopy versions
of the corresponding objects whose salient feature is the transfer property over
weak homotopy equivalences. This might be compared to the following classical
situation.

Associative algebras are algebras over the non-X operad Ass. Algebras over
the minimal model of Ass are Stasheff’s strongly homotopy associative algebras,
also called A..-algebras. This situation fits well into the framework of the
current work, since Ass is the terminal non-3 operad or, which is the same,
the terminal operad in the operadic category of finite ordered sets and their
order-preserving epimorphisms.

We begin with the particular case of the operadic category Grec of connected
graphs. Algebras for the terminal operad 1g.. in that category are modular
operads without the genus grading. We explicitly define a minimal Grc-operad
Mere = (F(D),d) and a map Mg, 5 16, of differential graded Gre-operads.
Our main theorem states that p is a level-wise homological isomorphism, mean-
ing that Mg is a minimal model of 1g... The proof of that theorem is a
combination of the following facts.
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On one hand, using the apparatus developed in [3], we describe the piece
F(D)(T), T € Grc, of the free operad F(D) as a colimit over the poset gTr(T")
of graph-trees associated to I', which are abstract trees whose vertices are dec-
orated by graphs from Grc and which fulfill suitable compatibility conditions
involving T.

On the other hand, to each I" € Grc we associate a hypergraph Hr and to
that hypergraph a poset A(Hr) of its constructs, which are certain abstract trees
with vertices decorated by subsets of the set of internal edges of I'. We prove
that the poset gTr(T") is order-isomorphic to the poset A(Hr). The results of
[4] assert that A(Hr) is in turn order-isomorphic to the face lattice of a convex
polytope G(Hr), obtained by truncating the vertices, edges and other faces of
simplices, in any finite dimension.

We prove that the polytope G(Hr) satisfies the following ‘diamond’ condi-
tion.

Diamond. If a is a (k — 1)-dimensional face of G(H) such that a < ¢’,¢”, then
there exists a (k + 1)-dimensional face h of G(H) such that €', e” < h.

A concise way to formulate the diamond condition is to say that the existence
of ¢/ and e” with a < €,¢” implies the existence of some h with ¢’,e” < h,
diagrammatically

¢ >
e e
a

hence the name. It follows from the properties of abstract polytopes that ¢’ and
e’ are the only faces in the interval [a, h], but the diamond condition need not
be satisfied in a general polytope.

Finally, by using the diamond property of G(Hr), we prove an ‘ingenious’
lemma, stating that the faces of G(Hr) can be oriented so that the cellular
chain complex of G(Hr) is isomorphic, as a differential graded vector space, to
(F(D)(T),0). Since G(Hr) is acyclic in positive dimension, the same must be
true for (F(D)(T'),d). It remains to show that p induces an isomorphism of
degree 0 homology, but this is simple. The conclusion is that g, is indeed a
minimal model of 1¢.c.

In constructing the minimal models Mggere, My and Myne of the terminal
operads 1ggere, 1rr and 1ype in the operadic categories ggGre of genus-graded
connected graphs, Tr of trees and Whe of ordered (‘wheeled’) connected graphs,
respectively, we use the fact observed in [2, Section 4] that these categories are
discrete operadic opfibrations over Grc. We prove that the restrictions along dis-
crete operadic opfibrations preserve minimal models of terminal operads, which
then delivers Mgeorc, Mrr and Myne as the restrictions of the minimal model
for 1¢;. along the corresponding opfibration map.
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The situation of the terminal operad 1xr, in the operadic category RTr of
rooted trees is different, since this category is not an opfibration over Gre. It is,
however, a discrete operadic fibration with finite fibers, which provides another
setting in which the transfer of minimal models of terminal operads works.

In a follow-up to this work we prove that the minimal models described here
are the bar constructions over Koszul duals of the (hyper)operads that they
resolve, in the sense of [3], which by definition means that those (hyper)operads
are Koszul.
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At the beginning of May, prof. Siki¢ gave a lecture at Seminar for Mathemat-
ical Logic and Foundations of Mathematics [1], where he presented three topics
that at first glance had nothing in common. However, all of them could be
formalized relatively easily in Coq, and in the process many interesting insights
were obtained. I intend to present some of them.
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In the setting of computable topological spaces, we consider semicomputable,
chainable Hausdorff continua. If such a continuum S is decomposable, it can be
computably approximated; more precisely, for every open cover U, there exist
two computable points and a computable subcontinuum S that is chainable
from one point to the other and is U-close to S.

Our first step in proving the main result is by considering a more concrete
decomposition:

Theorem 1 Let (X, T, (Il)) be a computable topological space and S C X a
semicomputable, chainable Hausdor(f continuum. Let K1 and Ky be subcontinua
of S such that S = K1 UKs. Finally, let a € K1\ K3, b€ Ko\ K1 and o, € N
such that a € I, and b € Ig. Then there exist computable points &,z} €S and
a computable subcontinuum S of S such that a € I, be Ig and S is chainable
from a to b.

As an aside, this theorem has a nice corollary, so we mention it here and in
the manuscript under submission:

Corollary 2 Let (X, T, (Ii)) be a computable topological space and let S be a
semicomputable set in this space which is, as a subspace of (X, T ), an arc. Then
for all a, f € N such that I, and Ig intersect S there exist distinct computable
points a € I, NS and b € I3 NS such that the subarc of S determined by a and
b is a computable set in (X, T, ().

Subsequently, we lift the concrete decomposition requirement and obtain the
desired result:

Theorem 3 Let (X, T, (IZ)) be a computable topological space and S C X a
decomposable, semicomputable, chainable Hausdorff continuum. Then for every
open cover U of (X, T), there exist computable points &,l; € S and a computable
subcontinuum S of S such that S is chainable from a to band S~y S.
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The area of axiomatic truth theories analyses the notion of truth by investi-
gating axiomatic theories formalizing this notion (see [1] and [3]). We choose a
base theory strong enough to represent syntax. In our case, this will be Peano
Arithmetic, PA. Let %pa be the arithmetical language, let Sentpa (x) read “x
is an arithmetical sentence” and let T'm® be the set of closed arithmetical terms.
We extend Zpa with the new predicate T'(z) whose intended reading is “x is
(a code of) a true arithmetical sentence”; let Ly be %pp extended with ‘T'(x)’.
We now add to PA the following compositional axioms governing the behaviour
of the truth predicate:

o Vs,t € Tme(T(t = s) = val(t) = val(s))

o Vo(Sentpa(p) = (T—p = ~T))

o VpVi(Sentpa(p Vo) = (T(p V) = (T V TY)))

o VoVip(z)(Sentpa (Vop(v)) = (T(Vop(v)) = VaT (p())))

In this way the truth theory CT™ is obtained. Note that in CT~ we have
arithmetical induction only (no induction for formulas with the truth predicate).
It is known that CT™ is a conservative extension of PA (see [4]).

We introduce the following notational conventions:

e Let (g ...¢n) be a (coded) sequence of formulas. The expression \/ ¢;
i<n
denotes the disjunction ¢, V (¢n—1V (¢rn—2V (... o) ...)). This ordering
and this way of bracketing is always assumed here. In effect, \/ ¢; is
i<n

always o, V. ;.
i<n—1

16



e CTyis CT™ with Ag induction for formulas of L.
It is known (see [5]) that :
Theorem 1 CTy is not conservative over PA.

Disjunctive correctness principles are defined in the following way.
Definition 2
e DC is the sentence: ¥(@g ... on)[T(V i) =3k < nT(pk)].

i<n

e DC-elim is the sentence: Y(¢g ... pn)[T(V wi) = Ik < nT(pr)].

i<n

e DC-intro is the sentence: ¥(@g - . - pn)[Fk < nT(pr)] = T(V i)
i<n

How strong is DC? The following theorem by Enayat and Pakhomov [2]
provides the answer.

Theorem 3 CT~ +DC is the same theory as CTy, hence it is not conservative
over PA.

It is a striking result, because DC appears to be a mild, natural extension
of the compositional axiom for disjunction and yet turns out to carry a full
strength of Ag-induction.

Ali Enayat had asked whether DC-intro and DC-elim, taken separately, are
conservative over Peano Arithmetic (the proof from [2] did not decide the issue).
Answering this question, we demonstrate that already DC-elim, when added to
CT~, produces a non-conservative extension. This follows from the fact that
DC-intro is provable from DC-elim over CT~.

Theorem 4 CT~ + DC-elim - DC-intro.

The reasoning employed in the proof is reminiscent of Yablo’s paradox (which
runs as follows: Consider a sequence of sentences g, 1 ... such that each ¢,
states ‘there is a number k > n such that ¢y is false’. Then a simple argument
produces a contradiction.)

Proof outline. Working in CT™ + DC-elim, let 6y...6,, be a sequence of
sentences. Fix m < n such that T'(6,,). We claim that T'( \/ 0;). We define:

i<n

.’wk::: \/ 9@

i<m+k

In effect, P is Gmps V (9m+k_1 V (g2 V...V 90)).

Yr—1
Hence we have: if =T'(¢), then =T (¢_1).

Define:

17
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o for k>0, ¢ := ~bp — \ —;.
i<k

Using DC-elim we obtain:
(1) Yk < n[T(~) = (T(pr) = 3i < k=T ()],
(2) VE < nT(px).

This leads to a contradiction. Let k be such that T'(—x). Then by (2) T (k).
Hence by (1) 3i < kT (—¢;), which contradicts (2) and thus the whole proof is
finished. O

A separate (unpublished) result due to Bartosz Wcisto establishes that DC-intro
is conservative over PA.
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Epistemic logics are formal models designed in order to reason about the
knowledge of agents and their knowledge of each other’s knowledge. During the
last couple of decades, they have found applications in various fields such as
game theory, the analysis of multi-agent systems in computer science and arti-
ficial intelligence [8, 9, 19]. In parallel, uncertain reasoning has emerged as one
of the main fields in artificial intelligence, with many different tools developed
for representing and reasoning with uncertain knowledge. A particular line of
research concerns the formalization in terms of logic, and the questions of pro-
viding an axiomatization and decision procedure for probabilistic logic attracted
the attention of researchers and triggered investigation about formal systems
for probabilistic reasoning [1, 7, 10, 11, 15, 16]. Fagin and Halpern [6] empha-
sised the need for combining those two fields for many application areas, and
in particular in distributed systems applications, when one wants to analyze
randomized or probabilistic programs. They developed a joint framework for
reasoning about knowledge and probability, proposed a complete axiomatization
and investigated decidability of the framework. Based on the seminal paper by
Fagin, Halpern and Meggido [7], they extended the propositional epistemic lan-
guage with formulas which express linear combinations of probabilities, called
linear weight formulas, i.e., the formulas of the form ajw(aq)+...+arw(ay) >,
where a;’s and r are rational numbers. They proposed a finitary axiomatization
and proved weak completeness, using a small model theorem.

In this talk, we propose two logics that extend the logic from [6] by also
allowing formulas that can represent conditional probability. First we present
a propositional logic for reasoning about knowledge and conditional probability
from [2]. Then we discuss how to develop its first-order extension. Our languages
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contain both knowledge operators K; (one for each agent i) and conditional
probability formulas of the form

arwi(ar, f1) + ... + apw;(ag, Br) > 7.

The expressions of the form w;(a, §) represent conditional probabilities that
agent i places on events according to Kolmogorov definition: P(A|B) = ngzgj)g)
if P(B) > 0, while P(A|B) is undefined when P(B) = 0. The corresponding se-
mantics consists of enriched Kripke models, with a probability measure assigned
to every agent in each world.

Our main results are sound and strongly complete (every consistent set of
formulas is satisfiable) axiomatizations for both logics. We prove strong com-
pleteness using an adaptation of Henkin’s construction, modifying some of our
earlier methods [3, 5, 4, 15, 16]. Our axiom system contains infinitary rules of
inference, whose premises and conclusions are in the form of so called k-nested
implications. This form of infinitary rules is a technical solution already used
in probabilistic, epistemic and temporal logics for obtaining various strong ne-
cessitation results [13, 14, 17, 18]. We also prove that our propositional logic is
decidable, combining the method of filtration [12] and a reduction to a system
of inequalities.
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Notable parts of algebra and geometry can be formalised as coherent theories
over first-order classical or intuitionistic logic. Their axioms are coherent impli-
cations, i.e., universal closures of implications D D D5, where both Dy and D
are built up from atoms using conjunction, disjunction and existential quantifi-
cation. Examples include all algebraic theories, such as group theory and ring
theory, all essentially algebraic theories, such as category theory [4], the theory
of fields, the theory of local rings, lattice theory [13], projective and affine geom-
etry [13, 10], the theory of separably closed local rings (aka “strictly Henselian
local rings”) [5, 10, 15].

Although wide, the class of coherent theories leaves out certain axioms in
algebra such as the axioms of torsion abelian groups or of Archimedean ordered
fields, or in the theory of connected graphs, as well as in the modelling of
epistemic social notions such as common knowledge. All the latter examples
can however be axiomatised by means of geometric axioms, a generalisation of
coherent axioms that allows infinitary disjunctions.

Orevokov [11] has established some well-known conservativity results of clas-
sical logic over intuitionistic and minimal predicate logics with equality. In par-
ticular, [11] isolates seven classes of sequents — the so-called Glivenko sequent
classes — having this property and it shows that these classes are optimal: any
class of sequents for which classical derivability implies intuitionisitc derivability
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is contained in one of these seven classes. The interest of such conservativity re-
sults is twofold. First, since proofs in intuitionistic logic obtain a computational
meaning via the Curry-Howard correspondence, such results identify some clas-
sical theories having a computational content. Second, since it may be easier to
prove theorems in classical than in intuitionistic logic and since there are more
well-developed automated theorem provers for classical than for intuitionistic
logic, such results simplify the search for theorems in intuitionistic theories.

Coherent and geometric implications form sequents that give a Glivenko
class [11], as shown by Barr’s Theorem.

Theorem 1 (Barr’s Theorem [2]) IfT is a coherent (geometric) theory and
A is a sentence provable from T with (infinitary) classical logic, then A is prov-
able from T with (infinitary) intuitionistic logic.

If we limit our attention to first-order coherent theories 7, an extremely simple
and purely logical proof of Barr’s Theorem has been given in [7] by means of G3-
style sequent calculi. [7] shows how to express coherent implications by means
of rules that preserve the admissibility of the structural rules of inference. As a
consequence, Barr’s theorem is proved by simply noticing that a proof in G3cT
is also a proof in the intuitionistic multisuccedent calculus G3iT. This simple
and purely logical proof of Barr’s Theorem has been extended to cover all other
first-order Glivenko classes in [8].

A purely logical proof of Barr’s Theorem for infinitary geometric theories
has been given [9]. This work considers the G3-style calculi for classical and
intuitionistic infinitary logic G3|[ci],, (with finite sequents instead of countably
infinite sequents) and their extension with rules expressing geometric implica-
tions G3|ci],T. The main results in [9] are that in G3|ci], T all rules are
height-preserving invertible, the structural rules of weakening and contraction
are height-preserving admissible, and cut is admissible. Hence, Barr’s Theorem
for geometric theories is proved by showing that a proof in G3c,T is also a
proof in the intuitionistic multisuccedent calculus G3i,,T.

In this paper we extend this purely logical proof of the infinitary Barr’s
Theorem to cover all other infinitary Glivenko sequent classes: for each class
we give a purely constructive proof of conservativity of classical infinitary logic
over intuitionistic and minimal infinitary logics.

One weakness of the results in [9] is that the cut-elimination procedure given
in Sect. 4.1 is not constructive. This is a typical limitation of cut eliminations
in infinitary logics that are based on ordinal numbers [3, 6, 14]. The main prob-
lem is that the proof makes use of the ‘natural’ (or Hessenberg) commutative
sum of ordinals which is not available in CZF nor in IZF [12, p.369]. We con-
structivise the proof of (height-preserving) admissibility of the structural rules
for G3[cim],, T by giving procedures that avoid completely the need for ordi-
nal numbers: inductions on (sums of) ordinals are replaced by inductions on
well-founded trees and by Brouwer’s principle of bar induction.®

1See [12, §7] for a different constructive proof of cut elimination in infinitary logic, and see
[1] for another ordinal-free proof.

23



References

[1]

[10]

[11]

[12]

Ryota Akiyoshi. An ordinal-free proof of the complete cut-elimination the-
orem for IT1{-CA+BI with the w-rule. IfCoLog Journal of Logics and their
Applications, 4(4):867-883, 2017.

Michael Barr. Toposes without points. J. Pure Appl. Algebra, 5(3):265-280,
1974.

Solomon Feferman. Lectures on Proof Theory. In Proceedings of the Sum-
mer School in Logic (Leeds, 1967), pages 1-107. Springer, Berlin, 1968.

Peter Freyd. Aspects of topoi. Bull. Austral. Math. Soc., 7(1):1-76, 1972.

Peter T. Johnstone. Sketches of an FElephant: A Topos Theory Com-
pendium. Vol. 1 & 2. Oxford University Press, New York, 2002.

E. G. K. Lopez-Escobar. An interpolation theorem for denumerably long
formulas. Fund. Math., 57:253-272, 1965.

Sara Negri. Contraction-free sequent calculi for geometric theories with an
application to Barr’s theorem. Arch. Math. Logic, 42(4):389-401, 2003.

Sara Negri. Glivenko sequent classes in the light of structural proof theory.
Arch. Math. Logic, 55(3-4):461-473, 2016.

Sara Negri. Geometric rules in infinitary logic. In O.Arieli and A. Zaman-
sky, editors, Arnon Avron on Semantics and Proof Theory of Non-Classical
Logics, pages 265-293. 2021. Springer.

Sara Negri and Jan von Plato. Proof Analysis. A contribution to Hilbert’s
last problem. Cambridge University Press, Cambridge, 2011.

V.P. Orevkov. Glivenko’s sequence classes. In V.P. Orevkov, editor, Logical
and logico-mathematical calculi. Part 1, pages 131-154. Leningrad, 1968.

Michael Rathjen. Remarks on Barr’s theorem. Proofs in geometric theories.
In D. Probst and P. Schuster, editors, Concepts of Proof in Mathematics,
Philosophy, and Computer Science, pages 347-374. de Gruyter, 2016.

Thoralf Skolem. Logisch-kombinatorische Untersuchungen. Videnskapssel-
skapets skrifter, 1. Mat.-naturv. klasse, 4, 04 1920.

Gaisi Takeuti. Proof Theory. North-Holland, 19872

Gavin Wraith. Generic Galois theory of local rings. In M. P. Fourman et
al., editor, Applications of Sheaves, pages 739-767. Springer-Verlag, 1979.

24



Consistent ultrafinitist logic
Michat J. Gajda !

1M7jgamake Pte Ltd 1
mjgajda@migamake.com

E-mail: 1mj gajda@migamake.com,

September 15, 2021

Ultrafinitism(Kornai 2003; Podnieks 2005; Yessenin-Volpin 1970; Gefter
2013; Lenchner 2020) postulates that we can only reason and compute relatively
short objects(Krauss and Starkman 2004; Sazonov 1995; Lloyd 2002; Gorelik
2010), and numbers beyond certain value are not available. Some philosophers
also question physical existence of real numbers beyond certain level of accur-
racy(Gisin 2019). This approach would also forbid many forms of infinitary
reasoning and allow to remove many from paradoxes stemming from countable
enumeration.

However, philosophers still disagree of whether such a finitist logic could
be consistent(Magidor 2007), while constructivist mathematicians claim that
“no satisfactory developments exist”(Troelstra 1988). We present preliminary
work on a proof system based on Curry-Howard isomorphism(Howard 1980) and
explicit bounds for computational complexity.

We believe that this approach may present certain impossibility results as
logical paradoxes stemming from a profligate use of transfinite reasoning(Schirn
and Niebergall 2005).

Using a bound on cost and depth of the term for each inference, we inde-
pendently developed a very similar approach to that used for cost bounding in
higher-order rewriting(Vale and Kop 2021).

Variables: v €V Positive naturals: ¢ € N\ {0}
Polynomials: pu=u ’ 7 ’ p+p ‘ p*p ’ P ‘ iter(p, p,v) ‘ ole/v]
Propositions: P:=v ‘p AD | P \/pfp —p { VaU.p | Jug.p ’ il
Environments: T = Alg ..., A" Judgements: g A:7

Here p” is an exponentation, and iter(py, p2,p3)v is an iterated function
composition with respect to argument variable v that is bound in the polynomial
p1, iterated po times . The p[r2/v] describes substitution, inside of p1, of all
instances of bound variable v with ps.

The polynomials will be standing on one of two roles: as an upper bound on
the proof complexity, and there we will use symbol « as placeholder, or to state
an upper bound on the number of constructors in the proof indicated by symbol
8. That is because number of constructors may sometimes bound a recursive
examination of the proof of a proposition.
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Notation Vz, : A = ZE;?B binds proof variable « with type of A, and then

bound in polynomials a(v) for complexity and 5(v) for depth of the normalized
term.

F'Ffy:A veV

var
Doy : AL 2 A
Fl—gll al: Al Fl-g; a?: A? ’ Fl—ﬁlax(ﬁl”@?).e:Al/\A2 .
pair , pri;
Dot s, gy (a',a®) s AV A A TG prje: A
I‘I—ge:Ai o I‘l—gle:A a1 < a B1 < Ba
1 my; ! subsume
I‘}—gji;linjie:Al\/A2 IFg2e: A

THgYa:A'vA?  Ta:Aly, 13 0:B  T,y:A%, 1Fg2c:B

I_ozv-l-maw(ozhaz)—ﬁ-l .. be ini B case
max(B1,52) case a of inj, x — b; inj, y — c:
. a(v) . o,y az(v) as .
F,xU.A}—B(”)e.B Fl—ﬂlle.Va.Avﬁﬂj(v)B Fl—ﬁg’a.Aa
PR e Va4 — g g tefates o g "
B(1)+1 R B(v) B2(B3) )

LHS Av:gj((:j;))A T a:A vy > fa(vn)

a1 +iter(asz,Bs,v1)[v1/83]+a R
T Fitler(gz,&?w)sﬂvzl/ﬁg]] 3 3 7“€Cf a:B

With exception of bound these are all reinterpretations of rules for intuition-
istic logic, enriched with bounds on the proof length o and normalized term
depth G.

Please note that these rules all maintain bounded depth with no unbounded
recursion. We may add rule for recursive definitions (like definition of the clo-
sure):

Here the depth of the term must decrease at each step of the recursion.

Our inference rules rely on computing polynomial bounds and their inequal-
ity. Given that all variables are positive naturals because they represent the
data of non-zero size: x > 1, we may simplify these polynomials with a set of
simple inequalities.

We have shown a possible consistent logic for inference with strictly bounded
number of steps. This allows us to limit our statements by the length of accept-
able proof, and thus define statements that are not just true, but computable
within Bremermann-Gorelik limit(Gorelik 2010)! This inference system explic-
itly bounds both length of the resulting proof, and the bounds on the depth
of the normalized result term. This allows to avoid inconsistencies suggested
by philosophical work, and at the same time steers away from issues that limit
the expressive power of logics with implicit complexity like Bounded Arith-
metic(Krajicek 1995).

rec

IComputation run by computer the size of Earth within the lifespan of Earth so far. Of
the order of 1093.
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One of the biggest challenges of today is to slow down the spreading of SARS-
CoV-2 virus producing Covid-19 pandemic; Prevention, Testing and Tracing are
the main pillars of the solution.

Contact Tracing of an infected person is essential to control the spread of the
disease. Through this process Health Authorities identify, notify, and monitor
people who came in close contact with an individual who was tested positive for
an infectious disease, like Covid-19, while he/she was infectious. Also, contact
tracing data helps medical experts to find the origin of the virus, learn more
about the nature of the virus and estimate the speed of how fast the virus is
spreading.

Contact tracing has mostly been done manually since many centuries ago.
Identifying contacts is done through an interview with the person infected with
the virus, after each contact is called by phone. Due to the highly contagious
nature of the SARS-CoV-2 virus and the fact that symptoms can manifest after
many days (or even never, e.g. asymptomatic cases), manual contact tracing
does not give satisfactory results. In the situations when the virus is spreading
to fast, Health departments and authorities do not have enough employees to
do manual contact tracing.

For these reasons digital contact tracing has been considered already at
the beginning of the Covid-19 pandemic. There is a plethora of digital contract
tracing application. They are developed on very different paradigms, centralized
vs. decentralized, GPS based vs. Bluetooth [1, 7]. The rush to make these
applications work in the shortest time led to their great diversity. The most
important open problem is their interoperability. There are many ongoing efforts
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to make a federation of these different systems. Herein, we address this problem
and propose a solution based on mathematical models of overlay networks.

We present a design of the system for connecting different digital contact
tracing applications, called BubbleAntiCovid19 (BAC19). The model is inspired
by Chord [8] and Synapse [3] Structured Overlay Networks. The correctness
and efficiency of lookup procedures of this protocols was in the focus of several
papers, e.g. [4, 5, 6, 8. We prove that BAC19 provides a complete and fully
exhaustive retrieving procedure. Hence, BAC19 is proven to be a simple yet
powerful interconnection of already existing digital contact tracing applications
that - by construction - do not communicate with each others as such providing
their efficient interoperability. More details on this work can be found in [2].
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As incompleteness results emerged in modal logic, logicians started to in-
vestigate what modal languages actually are, or said differently, what is their
position in the logical universe. Van Benthem’s characterisation theorem (see
e.g. [1]) shows that modal languages correspond to the bisimulation invariant
fragment of first-order languages. One can prove that result with use of classical
methods of first-order model theory. However, many problems arised when one
tries to use such methods to prove a characterisation theorem over the provabil-
ity logic GL. Because of that, A. Dawar and M. Otto develop a models-for-games
method in [3], which provides conditions from which a characterisation theo-
rem over particular class of models immediately follows. Using that, not only
that characterisation theorem for provability logic GL was proved, but also M.
Vukovié¢ and T. Perkov proved in [6] that this result can be extended to Veltman
models for the interpretability logic IL. To prove that, they used bisimulation
games on Veltman models for interpretability logic.

Since Veltman semantics is not fine-grained enough for certain application,
the notion of generalised Veltman semantics emerged to obtain certain non-
derivability results. It has turned out that this semantics has various good
properties (see e.g. [4] and [5]). One question that arises is can models-for-games
method be used to prove a characterisation theorem with respect to generalised
Veltman semantics. In order to do that, one needs to define n-bisimulation and
n-bisimulation games for generalised Veltman semantics. We carry that out in
this work.
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Also, it is easy to show that bisimilar worlds are modally equivalent. But
what about other direction, that is, are modally equivalent worlds bisimilar?
We negatively answer that question by using counterexamples for Veltman se-
mantics in [2] and turning them into counterexamples for generalised Veltman
semantics. Finally, we define n-bisimulation games for generalised Veltman se-
mantics and prove the equivalence between the existence of a winning strategy
in the n-bisimulation game and the existence of an n-bisimulation.
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In this paper we present a probabilistic temporal epistemic logic PT'EL
suitable to reason about uncertain knowledge of a non-rigid set of agents
that can be changed during time. We define semantics for PT'EL as Kripke
models with epistemic accessibility relations for agents’ knowledge, a number
of runs consisting of sequences of linearly ordered possible worlds indexed by
non-negative integers, and probability functions defined on sets of runs. Also
we provide a new formal framework in order to prove a number of properties
of the blockchain protocol concerning its uncertain behavior.

The corresponding completeness theorem and decidability of the consid-
ered logic are proven.
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Typed combinatory logic found its application in various fields of computer
science, e.g. program synthesis [1], machine learning, e.g. [2] and artificial in-
telligence, e.g. [3], etc. Developments of these fields urge for further research
and development of typed combinatory logic. Although combinatory logic, both
typed and untyped, has been subject of many studies, to the best of our knowl-
edge none of them investigate combining typed combinatory logic with classical
propositional logic in order to capture inference of type assignment statements.

We introduce in this paper a classical propositional logic for reasoning about
simply typed combinatory logic, called logic of combinatory logic, and denoted
by LCL.

First, we revisit a syntax of simply typed combinatory logic [5, 4, 6]. Terms
of untyped combinatory logic, called C'L-terms, are generated by the following
syntax

M,N:=z|S|K|I|MN

where = belongs to a countable set of term variables. The constants S, K, | are
called primitive combinators. We are mostly interested in typed terms, more
precisely we are interested in simply typed terms. Simple types are generated
by the following syntax

oTi=alo—=T

where a belongs to a countable set of type variables. A type assignment state-
ment is of the form M : o, where M is a C'L-term and o is a simple type.
Our goal was to build up a logical system for reasoning about simply typed
combinatory terms.

We propose extending simply typed combinatory logic with classical logical
connectives of negation and conjunction. The obtained system is called logic of
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combinatory logic and it is denoted by LC'L. The language of the logic LCL is
generated by the following syntax

a,B:=M:o|-alanp

We see that logic LCL is actually obtained from classical propositional logic
by replacing propositional letters with type assignment statements M : 0. We
argue that logic LCL is a first step towards formalization of meta-language of
simply typed combinatory logic.

We give an axiomatic system and propose a semantics for LC'L. The ax-
iomatic system of LCL consisting of eight axiom schemes and one inference rule
is given in Figure 1. It has emerged as combination of the axiomatic system
for classical propositional logic and type assignment system for simply typed
combinatory logic.

Axiom schemes:

(Ax1) S:(c—=(t—p) = (c—=7)—=(c—p)
(Ax2) K:o—= (1 —o0)

(Ax3) liog—o

(Ax4) M:0—-7)=((N:0)=(MN:7))
(Ax5) M:0= N:0,if M = N is provable in £Q"
(Ax6) a= (8= «)

(Ax7) (a=(B=17))= (a=B) = (a=7))
(Ax8) (—a= -8)= ((-a=p)= )

Inference rule:

a=pf «@
L= Py

Figure 1: Axiomatic system of LC'L

The first five axiom schemes correspond to axioms and rules of type assignment
system for simply typed combinatory logic and the last three axiom schemes are
axiom schemes of classical propositional logic. The axiomatic system has one
inference rule, called Modus Ponens.

Inspired by Kripke-style semantics for typed lambda calculus introduced in
[7, 8], we propose semantics for LC'L based on applicative structures extended
with special elements corresponding to primitive combinators. The main results
of the paper are the soundness and completeness of the axiomatic system with
respect to the proposed semantics.
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Data mining is a field of computer science tasked to develop novel algorithms
and techniques for analyses of various types of data. We make an overview of
one of the data mining tasks called redescription mining [9]. The main goal of
this task is to: a) discover subsets of instances that can be described in more
than one way (re-described), b) construct appropriate redescriptions, objects
that re-describe these subsets of instances and are somehow understandable to
the domain experts. The building blocks of redescriptions are queries which are
constructed using some query language. Thus, given a set of instances Z, a set
of attributes A describing these instances, a set of views W (logical mappings
of attributes to their natural groups), a query language @), query similarity
relation ~ and a constraint set C, the task of redescription mining is to find all
redescriptions that satisfy constraints in C.

A classic formulation of redescription mining constructs queries using formu-
lae of propositional logic with operators constrained to conjunction, disjunction
and negation. The Jaccard index [4] is used as a similarity relation and a
constraint set C initially consisted of thresholds on minimal support and a sim-
ilarity relation (the Jaccard index). This set was later extended with statistical
significance of redescriptions computed using the Binomial or Hypergeometric
distribution.

Initial algorithms (e.g. [8, 9]) used only one set of Boolean attributes (thus
W was a trivial mapping). In this setting, one can derive some interesting
theoretical properties for a strict version of redescription definition which re-
quires perfect similarity of redescription queries. Impossibility results show:
a) two identical rows always share descriptors, b) full datasets, having all 2"
row combinations where n is the number of attributes, can not have distinct
redescriptions of descriptors defined over the columns of this dataset. Strong
possibility results show that if at least one row is missing from the full dataset,
then every descriptor has a redescription. This leads to the dichotomy law that
states that either no descriptor has a distinct redescription or all descriptors do,
and as a consequence that this also holds for expressions in CNF or DNF.

This strict formulation of a redescription is not useful in practice because it
is more common to find redescriptions whose queries do not describe identical
but only similar subsets of instances (the similarity is not perfect). Relaxation of
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query similarity measure is used in various heuristic approaches for redescription
mining. These approaches are based on different data mining and machine
learning techniques (e.g. [9, 3, 2, 5, 6]), working with data of various generality
and different complexity of mapping W.

More complex data containing descriptors of instances and descriptions of
relations between them could not be efficiently tackled using standard redescrip-
tion mining algorithms. This lead to the development of the relational redescrip-
tion mining approach [1]. This approach enriches the query language with binary
relations and transforms redescription queries to graphs. A use-case applica-
tion [7] of redescription mining to time-evolving gene expression data showed
that properly grouped redescriptions, obtained on time-fragmented datasets,
can form a Kripke model that supports query, inference, comparative assess-
ment tasks and provides process descriptions.
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It often happens that we want to compare the behavior of two systems. For
example, we want to know whether, for a specific observer, the specification of
the system exhibits the same behavior as the implementation, or whether the
two security protocol instances behave in the same way. Behavioral equivalence
can answer these questions.

The systems in mind can be described as labeled transition systems consisting
of a (multi)set of states and a set of action-labeled transitions (rewrites) between
states. Behavioral equivalence is inductively defined as a binary relation between
the states of two labeled transition systems: Two states are in a relation if every
action from the first state can be simulated by an equivalent action(s) from
the second state and if the resulting states are also in a relation. The precise
definition depends on what kinds of behaviors the we want to distinguish, i.e.,
what kind of actions we regard as equivalent. This gives rise to various flavors
of equivalences, some of which are (strong) bisimulation, (rooted) branching
bisimulation, simulation, (completed) trace equivalence, failure equivalence, and
observational equivalence. For example, we say that two labeled transition
systems are trace equivalent if they can perform the same sequence of actions
— traces from their respective initial states.

There is an interesting notion of behavioral abstraction — an internal (hid-
den) actions that can not be directly observed. The motivation for such an
abstraction may be, for example, the complexity of the system (state-space
explosion) or “black box” computations (an adversary can not observe the in-
ternal states of a protocol). Such an internal action in the first system may be
behaviorally equivalent to the sequence of internal actions in the second system.

We define abstracted behavioral equivalence called restricted observational
equivalence by combining observational equivalence [1] with trace properties.
We say that two systems P and @) are observationally equivalent under the set
of traces (restrictions) ¥p and g respectively if an observer can not distin-
guish P and @) as long as the taken actions are part of the traces from ¢p and
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1. Restrictions can, for example, specify that some actions must precede the
others, or that some equality checks must hold. This is important in security
protocol verification, as it allows us to enforce a certain behavior on the pro-
tocol rules and avoid false attacks while verifying behavioral equivalence. We
explore how to automatically verify restricted observational equivalence of se-
curity protocols. We define the notion of restricted bisimulation, which is much
easier to verify, and prove that it is a sound approximation of restricted obser-
vational equivalence. We take the security protocol verification tool TAMARIN
prover [2], which is already capable of verifying bisimulation of bi-systems [3],
extend it so that it can verify restricted bisimulation for a simple class of safety
properties (restrictions), and prove the soundness of the extension. Finally,
we use restricted bisimulation in TAMARIN prover to automatically verify off-
line guessing resistance for a well-known password-authenticated key exchange
protocol called Encrypted Key Exchange.
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Dedekind defined the real numbers as the elements of the tight bicompletion
of the linear order of the rational numbers. A bicompletion is said to be tight
when it preserves any infima and suprema that already exist in the poset. In
the 1930s, MacNeille generalized Dedekind’s construction to arbitrary partially
ordered sets. In his 1966, in his Lectures on Completions Springer Lecture
Note in Mathematics 24, Lambek spelled out all of the main categorical gen-
eralizations of lattice completions, and left open the problem of characterizing
the Dedekind-MacNeille, i.e. tight bicompletions of categories. In 1972, Isbell
showed that the group Z; cannot have a tight bicompletion under limits and
colimits.

However, Isbell’s result did not close Lambek’s Problem, but opened it
slightly wider. For general reasons, categorical tight bicompletions must exist
for a canonical family of limits and colimts, albeit not for all of them. To un-
derstand why, note that generalizing the Dedekind-MacNeille completion from
posets to binary relations between them leads to (a general form of) Formal
Concept Analysis. Concepts arise as infima and suprema of contexts just like
the real numbers arise as infima and suprema of the rational numbers. Cat-
egories, just like posets, approximate suitable concepts from above and from
below. In contrast with the posetal infima and suprema, the categorical limits
and colimits do not always approximate each another. That is why a poset is
complete if and only if it is cocomplete, but a category can be complete but
not cocomplete, and cocomplete but not complete. Lambek’s Problem thus
boils down to characterizing the self-dual family of categorical limits and col-
imits that approximate each other. The tight bicompletions of categories that
Lambek sought to characterize exist with respect to this notion of limit and
colimit.

I will present a solution of this problem.
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Free logics are a family of first-order logics which came about as a result
of examining the existence assumptions of classical logic [1, 2, 3, 4]. What
those assumptions are varies, but the central ones are that (i) the domain of
interpretation is not empty, (ii) every name denotes exactly one object in the
domain and (iii) the quantifiers have existential import.

Free logics reject the claim that names need to denote in (ii), and positive
free logic concedes that some atomic formulas containing non-denoting names
(including self-identity) are true, negative free logic treats them as uniformly
false, and neutral free logic as taking a third value. There has been a renewed
interest in analyzing proof theory of free logic in recent years, based on intu-
itionistic logic in [5] as well as classical logic in [6], there for the positive and
negative variants.

We present a series of G3 sequent calculi from [6], shown to possess all the
desired structural properties of a good proof system [7, 8], including admissibility
of contraction and cut, for positive and negative free logic.

While these streamline the presentation of free logics and offer a more unified
approach to the variants under consideration, they do not cover neutral free
logic, since there is some lack of both clear formal intuitions on the status of
formulas with empty names, as well a satisfying account of the conditional in
this context. We therefore next discuss extending the results to this third major
variant of free logics, while maintaining unification and structural properties,
and show that clarity is achieved once neutral free logic is conceptualized as
consisting of two sub-varieties.
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Short abstract:

The talk proposes an expressive natural deduction system in sequent style NDyt= for a higher-
order partial type theory TT*. TT* treats both total and partial functions-as-graphs and
also acyclic algorithmic computations, called constructions (of certain objects of TT*). The
system is usable e.g. for the analysis of fine-grained hyperintensionality (see e.g. Tichy 1988,
Moschovakis 2005) and meta-logical notions. The basic part is adjusted from Tichy’s 1982
convenient natural deduction system for his partial type theory; for other approaches, see e.q.
Farmer 1990, Muskens 1995. TT* mainly extends his system by admission of ‘evaluation
terms’ (cf. e.g. Tichy 1988, Farmer 2016, Raclavsky 2020). Our NDtt+ provides all basic
rules governing those special constructions. Finally, we sketch a Henkin-style completeness

proof for NDyr=.

Partial type theory, algorithms/constructions. Simple type theory (STT)
can be extended by admission of partial functions(-as-graphs), which (unlike to-
tal functions) are undefined for at least one element of their argument domain
.1 The result is called partial TT; see e.g. Tichy [8], Farmer [1] (an extension
of the Church-Andrews STT), Muskens [6] (relational version).

We follow Tichy [9], Moschovakis [5] and some others in understanding terms
of partial TT as (a) expressing acyclic algorithmic computations, called (by
Tichy and us) constructions; see e.g. Raclavsky [7] for a detailed discussion and
applications of the approach. Constructions typically construct (lower-order)
objects of the object hierarchy, which are (b) denoted by the terms. But some
constructions, e.g. +(3,0), are improper: they construct nothing at all (since

'Domains ©, interpret types T that are paired with STT terms. Models are indexed
families of sets, M := {D,}.
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the binary function + is undefined for (3,0)) and so the term “+(3,0)” is non-
denoting.

Such systems are useful e.g. for the analysis of natural language which not
only harbours non-denoting expressions (e.g. “the greatest prime”, “the King
of France”) but mainly features fine-grained hyperintensional meanings — which
are best identified with constructions (some of which construct possible world
intensions). See e.g. Tichy [9], Moschovakis [5], Raclavsky [7].

Enrichment by ‘evaluation terms’, TT*. The expressivity of such systems
can be increased by an adoption of some form of ‘evaluation terms’ (construc-
tions): "C7 (acquisitions) constructs the construction C' as such (not its value)
and [C], (¢mmersions) constructs the value (of type 7; if any) of the construc-
tion (if any) constructed by C. We significantly adjust here the original proposal
by Tichy [9] and modify his definitions of type and order. The type hierarchy
of orders prevents circularity (there is no loop in constructing).? The language
of the resulting TT, which we call TT*, is (let “E,,,” stand for “Ey, Es, ..., E;,”
and “F,,” stand for “ErEsE,,, for any entity E;):

L:TT* C:==x | C | C()(Cm) | )\.’Em.C() | ’_CO—I | [[Co]]T

(x — variable, c — constant, Co(Cy,) — application, \i,,.Co — A-abstraction)

Natural deduction in sequent style, NDtt+. Our main result in this paper
is a proposal of an appropriate natural deduction system in sequent style for TT*,
i.e. NDt1+. We adjusted rules from Tichy’s [8] ND, but we especially propose
here all main rules that govern "C™ and [C],.

We discuss various interesting properties of NDt7«. Perhaps most notably:
its ‘signed terms’, called matches, allow to preserve monotonicity of logical de-
duction and even to develop a Henkin-style completeness proof which we sketch
in the talk. Matches are congruence statements of the general form

M= C:x,

where C is either ‘annotated’ by _ — saying that C is improper (‘non-denoting’),
or by x —saying that C'is proper and constructs the object X, or an object in the
range of z, or the construction X (acquired by "X 7). Matches which are indeed
(im)proper as just described are called satisfied by valuation (= assignement).
Rules R are made from sequents, while sequents are made from matches:

S=T=M,

where I' is a set of matches. S is wvalid iff every valuation which satisfies all
members of its antecedent I' satisfies also its succedent M.

To show here at least one example of a derivation D using NDyr+, here is a
proof of a derived rule I' = X:_F T = [X],:- (where X, z,y constructs objects

2Two remarks. Despite the internal ramification, that TT is not a ramified TT, as e.g.
Kamareddine et al. [3]. Since Farmer 2016 introduced his evaluation terms only inside an
STT without any ramification, his system is rather divergent.
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of type 7). Our D utilises four of NDy1+’s main structural rules: (WR) — weaking
r.; (AX) — axiom r., (EFQ) — ‘metalinguistic’ ex falso quodlibet r., (EXH) —
exhaustation r.; and one of the main rules for ‘evaluation terms’, ([.]-INST). So
called instantation rules (denoted by x-INST) substantially break the symmetry
of introduction and elimination rules. Let My := X:x; Mg := [X] .

— v (AX)
I'= X:_ ''M; = X
M, Mo = X (WR) My, Mo = Xz EE\;‘P(;))
LM, Mz = [X]ri-
T, Mo = [X]: (LI-INST) T, (X[ = [X]- (AX)
) 2 Te- ) T = T - (EXH)
= [X]r:-

Acknowledgment

The work on this paper was supported by the grant of the Czech Science Founda-
tion (GACR) registration no. GA19-12420S, “Hyperintensional Meaning, Type
Theory and Logical Deduction”.

References

[1] Farmer, W.M.: A Partial Functions Version of Church’s Simple Theory of
Types. Journal of Symbolic Logic 55, 1269-1291 (1990).

[2] Farmer, W.M.: Incorporating Quotation and Evaluation into Church’s
Type Theory: Syntax and Semantics. In: Kohlhase, M. et al. (eds.) In-
telligent Computer Mathematics. CICM 2016. LNCS, vol. 9791, pp. 83-98.
Springer (2016).

[3] Kamareddine, F.; Laan, T.; Nederpelt, R.: A Modern Perspective on Type
Theory. From Its Origins until Today. Springer (2004).

[4] Kuchynika, P., Raclavsky, J.: p-reduction-by-name, by-value and n-
reduction in Partial Type A-Calculus/Partial Type Theory. Logical Journal
of IGPL, cond. accepted (2021).

[5] Moschovakis, Y.N.: A Logical Calculus of Meaning and Synonymy. Lin-
guistics and Philosophy 29, 27-89 (2005).

[6] Muskens, R.: Meaning and Partiality. CSLI, Stanford (1995).

[7] Raclavsky, J.: Belief Attitudes, Fine-Grained Hyperintensionality and
Type-Theoretic Logic. College Publications (Studies in Logic 88), London
(2020).

[8] Tichy, P.: Foundations of Partial Type Theory. Reports on Mathematical
Logic 14, 57-72 (1982).

[9] Tichy, P.: The Foundations of Frege’s Logic. Walter de Gruyter, Berlin
(1988).

46



Language Models and Relational
Models of the Lambek Calculus

Andre Scedrov

University of Pennsylvania

Language and relational models, or L-models and R-models, are two natu-
ral classes of models for the Lambek calculus. Completeness w.r.t. L-models
was proved by Pentus and w.r.t. R-models by Andreka and Mikulas. It is well
known that adding both additive conjunction and disjunction together yields
incompleteness, because of the distributive law. The product-free Lambek cal-
culus enriched with conjunction only, however, is complete w.r.t. L-models
(Buszkowski) as well as R-models (Andreka and Mikulas). The situation with
disjunction turns out to be the opposite: we prove that the product-free Lam-
bek calculus enriched with disjunction only is incomplete w.r.t. L-models as well
as R-models, in the non-commutative as well as the commutative (linear) case.
The derivability problem for the Lambek calculus with conjunction and disjunc-
tion is known to be decidable. Adding the explicit multiplicative unit constant
changes things drastically. Namely, if we extend Lambek calculus with con-
junction by certain simple rules for the multiplicative unit, sound in L-models,
then the system becomes undecidable, even in the small fragment with only one
implication, conjunction, and unit. In the language with the unit, the algebraic
logic of all L-models is strictly included in (does not coincide with) the algebraic
logic of regular L-models. This is joint work with Max Kanovich and Stepan L.
Kuznetsov [1].
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The Jacobson radical Jac(a) of an ideal a of a commutative ring A with unit is
usually defined as the intersection of the maximal ideals of A which contain a:

Jac(a) = mMaX/u. (1)
With the Aziom of Choice (AC), Jac(a) has a well-known first-order description:
Jac(a) ={a€ A|(Vbe A)(1€ (a,b) = 1€ (a,b))}.

In constructive algebra, the latter is taken [4] as definition of Jac(a); whence
(1), which we henceforth refer to as the Jacobson Lemma (JL), then becomes
a theorem that requires AC. With classical logic, in fact, JL is equivalent to
Krull’s Mazimal Ideal Theorem (MIT) that every proper ideal is contained in a
maximal one, which in turn is tantamount to AC.

The Jacobson radical can also be defined for distributive lattices [1,2] and
thus in propositional logic [3]. In the complete lattice of ideals I of a distributive
lattice D, the Jacobson radical of I is defined by analogy to the case of a ring:

Jac(I)={aeD|((¥beD)(1=aVb)— (Fcel)(l=cVb))}.

Viewed from the angle of syntax, JL. shows a certain consequence relation com-
plete with respect to maximal ideals, and thus helps to pin down the compu-
tational import of MIT [5]. This has prompted our motivating question: Can

*The present study was carried out within the project “Reducing complexity in algebra,
logic, combinatorics - REDCOM?” of the Fondazione Cariverona’s programme “Ricerca Scien-
tifica di Eccellenza 2018”, and within GNSAGA of INdAM.
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we find a syntactical counterpart to maximality principles even closer to AC,
among which the Teichmiiller—Tukey Lemma (TTL), in a manner similar to how
JL relates to MIT? The resulting challenge thus is to first solve semantically

JL 7
~ 2
MIT TTL @)

and then to give a syntactical interpretation of the solution.

Abstracting from ideals of a ring A to elements of a complete lattice L, and
from comaximality (i.e., the property of a set of ring elements to generate 1) to
a fixed but arbitrary Scott-open subset O of L, we are led to a closure operator

j:L—=L

which generalises all the aforementioned Jacobson radicals. Apart from comax-
imality of ideals in rings, a typical Scott-open predicate O is inconsistency of
theories in logic. Special cases of j had appeared before, e.g., on lattices [1,2].

In our general context some key features of j can be isolated by an inductive
definition. For instance, j is the largest closure operator on L for which O
consists of the j-dense elements of L; also, if L is distributive, then O is a filter
precisely when j is a nucleus. With AC, moreover, we can prove the following
statements for every © € L, where y € L is proper if =O(y), and y € L is
O-complete if for every z € L either z <y or O(y V z):

(a) the radical jx is the meet of all proper O-complete y > x; and
(b) if x is proper, then there is a proper O-complete y > x.

As among the ideals of a ring the proper O-complete ones are just the maxi-
mal ideals, (a) and (b) generalise JL and MIT, respectively. Moreover, if the
complete lattice L is algebraic, then (b) is a generalisation of TTL.

With (a) we thus obtain the desired semantic solution of (2), and can focus
on its syntactical interpretation. To this end we rather put (b) in classically
equivalent contrapositive form:

(c) O consists of the x € L for which every O-complete y > z belongs to O.

Adapting the recent syntactical treatments of prime ideal theorems [7] and of
some fairly concrete maximality principles such as Hausdorff’s for maximal
chains [6], we define inductively a class of finite binary trees labelled by ele-
ments of L, together with an appropriate termination concept for paths. All
this allows us to prove constructively—in particular, without AC—the following
syntactical counterpart of (¢) whenever O is a filter, which normally is the case:

(d) z € L belongs to O iff there is a labelled finite binary tree with root
labelled by x such that every branch of the tree terminates in O.

The feasibility of this syntactical characterisation is not obvious at all: unlike
prime ideal theorems, which are of binary nature by the very form of the prime
ideal axiom, abstract maximality principles such as (b) or (c) equivalent to
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full AC a priori fall short of lending themselves naturally to a computational
simulation by finite binary trees. Our key idea to overcome this barrier, and in
fact to get by with binary branching also in cases of AC proper such as TTL, is
to complement every a € L by the O-variant @ of the pseudo-complement of a.

Much in the spirit of dynamical algebra [4,8], every tree t with root labelled
by x represents the course of a dynamic argument as if a given y > x were
complete. Every complete y > x gives indeed rise to a path through ¢: at each
branching, corresponding to some a € L, by way of completeness either a < y
or O(aVy), according to which y leads in the direction to pursue: either a or @.
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Kneale’s natural deductions as a
notational variant of Beth’s tableaus

Zvonimir Sikié

Gentzen’s singular sequential system of rst-order logic was an alternative
notation for his system of natural deductions. His multiple sequential system
was his symmetric generalization that was more appropriate to classical logic.
Beth’s tableaux system was a system that was derived directly from the semantic
analysis of connectives and quan-tifiers. It was soon realized that the Beth’s
system and the Gentzen’s multiple system were only notational variants of each
other. Kneale’s system of multiple natural deductions was a generalization
of Gentzen’s system of natural deductions. We prove that Kneale’s natural
deductions are also a notational variant of Beth’s tableaux.
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The right to privacy is considered as a fundamental right. Data privacy
generally concerns whether and how data is shared with a third party, how it
is collected and stored, as well as the laws governing data sharing in areas such
as health care, education and financial services [3]. The problem of defining the
right to privacy gained special importance with the development of information
technology. The first definition of privacy is given in Warren and Brandeis’s 1890
seminal book, “The Right to Privacy” [9] and it is inspired by new photographic
and printing technologies and their influence on citizens’ personal life. From
that moment, new technologies raised new privacy concerns and brought new
meanings of the notion “privacy”. Although technology has developed data
privacy problems, technology can also help solve them.

In order to deal with these problems, we must formalize them first. Jeannette
M. Wing highlighted the importance of formal methods in the domain of data
privacy in [6]. Mathematical formulations of different notions of privacy are
highly important for guiding the development of privacy preserving technologies.

One of the best-known mathematical formulations of privacy is Differential
Privacy proposed by Cynthia Dwork. The idea is to start with a statistical
database and an adversary who wants to learn some of the sensitive data from
the database. Differential privacy relies on incorporating random noise so that
everything an adversary receives is noisy and imprecise. Unlike the early pro-
posed techniques of anonymization, the differential privacy is not a property of
a database, it is a property of queries, functions applied on a database.

Definition 1 [1] Let € > 0 . A mechanism M is e-differentially private iff for
every pair of adjacent databases D, D" and for every S C range(M):

PrIM(D) € 8] < exp(e) PrIM(D') € S,

where the probability space is over the coin flips of the mechanism M.
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In [4] we have compared different models for privacy preserving. In this
paper we deal in more detail with the concept of differential privacy and it’s
applications. One of the recent applications is differential privacy on graphs [2]
implemented in social media and recommendation systems [5]. Another current
application is in the domain of location privacy and processing of geolocation
data like [7]. Finally, we discuss the latest ideas for application in the blockchain
technology [8].
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Syntactic decision procedures for propositional intuitionistic logic usually exploit
a suitably formulated sequent calculus. The approaches known in the literature
(see [3] for an extended survey) usually lack one of the following three properties:

- An easy termination procedure with the extraction of a countermodel from
a failed proof search.

- Invertibility of every rule which removes the need for backtracking.
- A syntactic cut-elimination procedure.

Furthermore, they are not modular, in the sense that they cannot be easily
extended to intermediate logics. We aim at presenting a new method based on
labelled sequent calculi [2] which meets the desiderata that we have mentioned.

To start with, we introduce a minor variant with respect to the usual Kripke-
style semantics for intuitionistic logic. In particular, we introduce strict Kripke
models, i.e. models based on finite strict (transitive and irreflexive) orders
instead of partial orders.

The standard truth condition for the implication is replaced by the following.
z Ik A — B if and only if the two conditions:

1. If z I+ A, then z I+ B
2. For all y (if x <y and y I+ A, then y I+ B).

hold. The two semantics - the standard one and its strict variant - are easily
shown to be equivalent with respect to validity and thus intuitionistic propo-
sitional logic proves sound and complete with respect to the strict semantics.
This is shown by exploiting the fact that intuitionistic logic enjoys the finite
model property [1] and by providing an easy transformation of finite partial
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orders into finite strict orders and vice versa.

Hence we introduce the following abbreviation:
xlFA>B=forally (if x <yandyl- A, then yI- B)
and we show that condition 2. is equivalent to:
2 Forally (ifx <yand yl- Aand yl- A > B, then y I B)

in every strict intuitionistic model by exploiting the finiteness condition imposed
on the frames. The new truth condition 1. 4 2’. is used to obtain a labelled se-
quent calculus G3I. in which the rules for the implication — are obtained
through those for the new connective >.

In particular, we introduce the following rules:

z:A>BT=Auxz:A z:B,z:A>B.F¢A[ I'sAz:A>B z: ATl=Az:B n
[ -
z:A— B T'=A - I'=sAz:A—B
r<yxz:A>BI=Ay:A y:Bx<yx:A>BTI=A r<yy:A>By:ATl'=Ay:B
L > R >, y fresh
r<yx:A>BT=A I'=sAz:A>B

Two (equivalent) formulations of the system are then considered and the usual
structural properties, namely admissibility of weakening, invertibility of the
rules and admissibility of contraction, are established by induction on the height
of the derivations.

Furthermore, we show admissibility of the cut rule arguing by induction on
lexicographically ordered triples with primary induction the degree of the cut
formula, secondary induction on the range of the cut - a measure introduced in
[4] - and ternary induction on the sum of the heights of the derivations of the
premises of the cut.

Termination of the calculus G3I. is proved by showing that proof search
ends and yields either a proof or a (finite) strict countermodel. This result yields
both a completeness result and also a decision procedure for intuitionistic logic.
In particular, completeness of G3I. is formulated as:

G3I. F= z: A if and only if A is intuitionistically valid

for every label x and every intuitionistic formula A, i.e. a formula not contain-
ing the connective >. The key point in the construction is that the specific
formulation of the rule R> prevents the formation of loops.

Finally, as opposed to other syntactic approaches based on sequent calculi,
we show that our method is modular in the sense that it can be extended so as
to encompass large families of intermediate propositional logics which enjoy the
finite model property such as the logics of bounded depth and Gédel-Dummett
logic.
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A computable metric space is a triple (X, d, ) such that (X,d) is a metric
space and « a dense sequence in (X, d) such that the function N> — R, (i,5)
d(a;, «5) is computable. We say that « is an effective separating sequence in
(X,d). Using the sequence «, we can define the notions of a computable point,
a computable sequence and a computable compact set in (X,d,«). Now the
question is, are those notions uniquely determined by the metric space itself i.e.,
if 8 is another effective separating sequence in (X, d), are computable points,
computable sequences and computable compact sets in (X,d,3) the same as
those in (X, d,a)?

The set of sequences which are computable with respect to a fixed effective
separating sequence is a computability structure (see [1, 2]) on a metric space.
Since the computable points and the computable compact sets are determined
by the computable sequences, our previous question can be rephrased as:

Is a computability structure on a metric space unique?

In order to simplify this question, we define an equivalence relation ~ on
the set of the effective separating sequences in (X,d). We say that o and 8
are equivalent ([1]), a ~ B, if a is a computable sequence in (X, d, 8) and vice
versa. It can be shown that if S, and Sg are the sets of computable sequences
in (X,d,a) and (X,d, ), then o ~ 8 if and only if S, = Sz. Hence our goal is
to find circumstances under which every two effective separating sequences in a
metric space are equivalent.

For example, if £ € R is a noncomputable number and a a computable
sequence of real numbers which is dense in (R,d), where d is the Euclidean
metric, then («o; + ) is an effective separating sequence but z is computable in
(R,d, (o; + x)) and x is not computable in (R, d, «). So « and («o; + x) are not
equivalent. On the other hand, it is known that the computability structure on
[0,1] (equipped with the Euclidean metric) is unique (Example 10 in [1]).
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One obvious difference between R and [0, 1] is that [0,1] is compact, but
there are examples of segments in R which do not have a unique computability
structure, so compactness is not a property that is strong enough to imply
uniqueness of a computability structure. Therefore we limit our investigation
to effectively compact computable metric spaces, i.e. spaces which are complete
and there exists a computable function ¢ : N — N such that

w(k)
X =[] B(a,27%),
i=0

for each k € N.

A metric space (X, d) is called effectively compact if there exists o such that
(X,d, a) is an effectively compact computable metric space. It turns out that if
(X, d) is effectively compact, then (X, d, ) is an effectively compact computable
metric space for any effective separating sequence § in (X, d) ([1]).

A simple example of an effectively compact metric space which does not have
a unique computability structure is (S, d), where S is a unit circle in R? and d
the Euclidean metric on S. If a is a computable sequence in R? which is dense
in S and if we take a noncomputable point z € S, there is a rotation f with
the center (0,0) such that f(0,1) = 2 and now f o « is an effective separating
sequence in (S,d) and z is computable with respect to f o, so a % f o .

Notice that one obvious difference between S and [0, 1] is that S has infinitely
many isometries. In [1] it is shown that if there are only finitely many isometries
of the underlying metric space, then an effectively compact metric space has a
unique computability structure. We improve this result by proving that if two
computability structures share a computable set K which has the property that
there are only finitely many isometries f of the underlying metric space such
that f(K) C K, then these structures have to be the same.

It is easy to see that if « is an effective separating sequence in (X,d) and f
is a surjective isometry of (X, d), then f o« is an effective separating sequence.
Moreover f maps the computability structure induced by « to the computability
structure induced by f o a. Now if a metric space does not have a unique
computability structure, are at least all computability structures on that metric
space isometric images of a fixed computability structure?

In order to simplify that question, we define a new equivalence relation. We
say that two effective separating sequences o and 3 are equivalent up to an
isometry if there exists an isometry of the metric space such that a ~ fo 8. A
metric space is computably categorical if every two effective separating sequences
in that space are equivalent up to an isometry (see [3]). So the question now
becomes, under which circumstances is a metric space computably categorical?

In [1, 3] it is shown that the Euclidean space (R™, d) is computably categori-
cal, but also that there are metric spaces which are not (for example, a segment
[0,], for v > 0 left computable, but not computable). However, since for any
point of the unit circle there are only finitely many isometries which fix that
point, using previously mentioned result, we can easily show that the unit circle
is computably categorical.
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A general question is what can be said about computable categoricity of
an effectively compact metric space (X, d) in the case when there are infinitely
many isometries X — X.

In order to generalize the result for circles to arbitrary unions of concen-
tric spheres in R™, we have proved the result that can be used in a broader
way: An orbit of a computable point under the isometries of the underlying
effectively compact metric space is a co-computably enumerable set. Using this
we prove that effectively compact unions of concentric spheres in R™ are com-
putably categorical. Furthermore, we prove that the same holds for sets in R3
that are unions of parallel circles which have centers on the same line which is
perpendicular to them.
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4th workshop Formal Reasoning and Semantics
(FORMALS 2021)

a satellite workshop of 10th conference Logic and Applications
(LAP 2021)

Inter-University Center, Dubrovnik
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This workshop is organized within the research project Formal Reason-
ing and Semantics (FORMALS), supported by Croatian Science Foundation
(HRZZ), under the project UIP-2017-05-9219.

HIrZZ
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Foundation

The 1st and the 3rd workshop (FORMALS 2018, 2020) were also co-located
with Logic and Applications conference (LAP 2018, 2020) in Dubrovnik. The
2nd workshop (FORMALS 2019) was held at the Faculty of Teacher Education,
University of Zagreb.

The present workshop consists of the project research group members’ talks
(T. Ban Kirigin, B. Perak, A. Hatzivelkos, M. Mareti¢, L. Mikec, T. Adlesi¢,
S. Horvat), some with co-authors outside of the group (S. Bujaci¢ Babié, J. Joo-
sten, M. Vukovi¢), an invited talk (V. Nigam) and contributed talks (L. Conti,
Y. Petrukhin, J. Raclavsky).

The workshop is organized in a hybrid form, part of the contributors being
present in Dubrovnik, while others participate online.

We are grateful to the directors of LAP for agreeing this workshop to be a
part of the conference.

On behalf of the FORMALS project research group,

Tin Perkov
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New foundations was introduced by Quine in 1937. as an improvement of
Russell-Whitehead’s type theory. It was envisioned as a general theory of logical
classes; in the spirit of Frege. Eventually it’s nature shifted, and today it is
viewed as an alternative set theory to ZF.

NF is a set theory which allows universal set, and many more sets which
are deemed too large in ZF. Nevertheless, it successfully (as far as we know)
forbids common set theoretic paradoxes by a clever constraints imposed on the
formula construction.

The main goal of this talk is to briefly explain the development of NF'. Start-
ing form easy set theoretical constructions and continue towards more complex
notions such as ordinal and cardinal numbers. A big stress will be made on set
theoretical paradoxes, and how NF' alludes them. Also, brief account of how
ordinary mathematics can be described in NF will be presented.
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The expression of feelings and moods in language is one of the foundations
of social communication and the exchange of personal and cultural values. Hu-
mans experience the affective quality of linguistic utterances unconsciously and
have difficulty objectively assessing the affective value of an utterance. For a
computer this is an even more difficult task. Nevertheless, in recent years there
has been a surge of natural language processing (NLP) techniques and resources
dealing with the sentiment analysis, i.e., affective and subjective phenomena in
text analysis.

Sentiment analysis aims at evaluating generalized feelings that people expe-
rience when cognitively processing an utterance, without focusing on a specific
class of emotions. It relies on a simplified system of classifying and/or assigning
a normalized range of values for a particular affective dimension. Sentiment can
be evaluated for words, concepts, multi-word phrases, sentences, paragraphs, or
entire texts. However, the basic component of sentiment analysis is a word or
a lexeme. Lexemes are symbolic representations of conceptual references to a
class of things, psychological states, and sociocultural constructs, their relations,
processes, and properties. Some lexemes represent concepts that have a pre-
dominantly culturally associated positive feeling, such as: happiness, freedom,
flower, etc., while some lexemes represent concepts associated with negative
feelings, such as: sadness, evil, agression, etc.

One of the main problems in assigning sentiment values is the inherent sub-
jectivity of evaluating the sentiment of a text, lexical ambiguity, polysemy, and
domain- and culture-specific word sense. We address these problems by in-
tegrating the corpus-based syntactic-semantic dependency graph layer, lexical
semantic and sentiment dictionaries. We develop a graph method for labeling
word senses and identifying the lexical sentiment potential of lexemes.
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Figure 1: Sentiment potential (SP) of lexeme fire-n calculated with SenticNet 6 [4]
polarity-value; propagated on pruned graph clusters of 15 best ranked collocates in
the first degree and 15 collocates in the second degree within ententenl3 corpus.

The method, implemented as the ConGraCNet application [2] of the Emoc-
Net project [3] on various languages and corpora, projects a semantic function
onto a particular syntactic dependency layer and constructs a seed-lexeme graph
with collocates of high conceptual similarity. The seed lexeme graph is clus-
tered into subgraphs that reveal the polysemous semantic nature of a lexeme in
a corpus. The construction of the WordNet hypernym graph provides a set of
synset labels that generalize the senses for each lexical cluster. By integrating
sentiment dictionaries, we introduce graph propagation methods for sentiment
analysis. Original dictionary sentiment values are integrated into ConGraCNet
lexical graph to compute sentiment values of node lexemes and lexical clusters,
and identify the sentiment potential of lexemes with respect to a corpus.

For example, as shown in Figure 1, the sentiment value of the lexeme fire
is moderately positive when it is considered as a natural entity conceptually
related to lexemes such as water, ice, air, heat, land or as a concept related
to Earth, sea, sky, moon, sun, planet, universe. The same lexeme has a more
pronounced negative sentiment value when associated with lexemes such as fire,
explosion, police, smoke, theft, rescue or with natural phenomena such as flood,
earthquake, tornado, storm, landslide, famine, disaster.

The method can be used to resolve the sparseness of sentiment dictionaries
and enrich the sentiment evaluation of lexical structures in sentiment dictio-
naries by revealing the relative sentiment potential of polysemous lexemes with
respect to a given corpus.

65



Acknowledgment

This work has been supported in part by the Croatian Science Foundation under
the project UIP-05-2017-9219 and the University of Rijeka under the project
UNIRI-human-18-243.

References

[1] Ban Kirigin, T., Buja¢i¢ Babié¢, S. and Perak, B. Lezical sense labeling and
sentiment potential analysis using corpus-based dependency graph, Mathe-
matics, 9(12):1449, 2021.

[2] ConGraCNet Application. https://github.com/bperak/ConGraCNet
[3] EmoCNet Project. emocnet.uniri.hr

[4] Sentic. https://sentic.net/

66



Building a Sentiment Dictionary for
Croatian

Tajana Ban Kirigin!, Sanda Bujac¢ié¢ Babié!,
Benedikt Perak?

1Department of Mathematics, University of Rijeka
R. Matejcié 2, 51000 Rijeka, Croatia
2Faculty of Humanities and Social Sciences, University of Rijeka
Sveucilisna avenija 4, 51000 Rijeka, Croatia

E-mail: 1bank(@uniri.hr, sbujacic@uniri.hr, 2bperak(@uniri.hr

Keywords:
lexical graph analysis, corpus, affective computing, sentiment analysis,
sentiment dictionary.

In the growing research field of emotions in texts, sentiment lexicons are an
important feature for the development of automatic sentiment analysis systems
[1, 2, 3, 4]. Sentiment analysis is based on a simplified system of classifying and
assigning a normalized range of values for a specific affective dimension, pre-
dominantly hedonic valence [5], and others. Assigning a value that can describe
the sentiment dimension expressed in a linguistic utterance is at the heart of
the process of sentiment analysis. However, apart from the problems related to
the subjective nature of value assignment, the resources currently available are
rather sparse, especially for low-resource languages such as Croatian.

The work presented in this paper aims to provide the research community
with a set of sentiment lexicons constructed by expanding existing sentiment dic-
tionary resources for Croatian. Our corpus-based syntactic dependency graph
approach to sentiment value propagation led us to release automatically gen-
erated sentiment lexicons. This interdisciplinary dictionary expansion method
is structured around the ConGraCNet lexical graph [6, 7], which enables the
assignment of sentiment values to a single lexical item or the computation of
sentiment values for missing lexemes or entire lexical communities by propa-
gating the values from an existing sentiment dictionary [8]. We present the
computational methods and resources used for dictionary expansion as well as
the description of the final sentiment dictionary resource.

67



Acknowledgment

This work has been supported in part by the Croatian Science Foundation under
the project UIP-05-2017-9219 and the University of Rijeka under the project
UNIRI-human-18-243.

References

1]

[7]
8]

Taboada, Maite and Brooke, Julian and Tofiloski, Milan and Voll, Kim-
berly and Stede, Manfred Lexicon-based methods for sentiment analysis
Computational linguistics,37, 2: 267-307, 2011.

Cambria, Erik and Li, Yang and Xing, Frank Z and Poria, Soujanya and
Kwok, Kenneth SenticNet 6: Ensemble application of symbolic and subsym-
bolic Al for sentiment analysis. Proceedings of the 29th ACM International
Conference on Information & Knowledge Management, 105-114, 2020.

Vilares, David and Peng, Haiyun and Satapathy, Ranjan and Cambria,
Erik BabelSenticNet: a commonsense reasoning framework for multilingual
sentiment analysis, 2018 IEEE Symposium Series on Computational Intel-
ligence (SSCI), 1292-1298, 2018.

Sentic. https://sentic.net/

Barrett, Lisa Feldman Valence is a basic building block of emotional life,
Journal of Research in Personality, 40, 1, 35-55, Elsevier, 2006

ConGraCNet Application. https://github.com/bperak/ConGraCNet
EmoCNet Project. emocnet.uniri.hr

Ban Kirigin, Tajana, Bujaci¢ Babi¢, Sanda and Perak, Benedikt Lezical

sense labeling and sentiment potential analysis using corpus-based depen-
dency graph, Mathematics, 9(12):1449, 2021.

68



Implementing Sentiment Dictionary into
Vader sentiment analyis for Croatian

Tajana Ban Kirigin!, Sanda Bujac¢ié¢ Babié!,
Benedikt Perak?

1Department of Mathematics, University of Rijeka
R. Matejcié 2, 51000 Rijeka, Croatia
2Faculty of Humanities and Social Sciences, University of Rijeka
Sveucilisna avenija 4, 51000 Rijeka, Croatia

E-mail: 1bank(@uniri.hr, sbujacic@uniri.hr, 2bperak(@uniri.hr

Keywords:
rule-based sentiment analysis, sentiment dictionary, lexical graph analysis,
corpus, affective computing, Vader.

At the heart of inductive rule-based sentiment analysis methods, such as
Vader [1], is the sentiment dictionary [2, 3, 4]. A sentiment dictionary consists
of values assigned to words representing the subjective class or a normalized
range of affective dimensions assigned to a class of things, psychological states
and sociocultural constructs, their relations, processes, and characteristics. Ob-
viously, the coverage of a sentiment dictionary is an important feature in the
development of computational sentiment analysis methods. A comprehensive
sentiment dictionary can be used to compute sentiment values for larger lin-
guistic constructs: multiword phrases, sentences, paragraphs, or entire texts.

This paper describes the adaptation of extended sentiment dictionaries based
on a propagation of sentiment values. The method relies on a corpus-based syn-
tactic dependency graph for Vader rule-based sentiment analysis method. This
interdisciplinary dictionary expansion method is structured around the Con-
GraCNet lexical graph [5, 6], which allowes the assignment of sentiment values
to a single lexical item or the computation of sentiment values for missing lex-
emes or entire lexical communities by propagating the values from an existing
sentiment dictionary [7]. We describe the processes of 1) sequential propaga-
tion of sentiment values of nouns, adjectives, verbs and proper nouns from the
multilingual SenticNet 6 sentiment dictionary using ENGRI [8, 9] corpus coor-
dination syntactic-dependency; 2) extrapolation of lemma values to word forms;
3) implementation of the generated sentiment dictionary and Vader rule-based
logic on the grammatical structure of Croatian sentence sentiment analysis.

Although Vader has been modified to work with multiple languages using
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translation [10] and adapted in several languages [11, 12, 13], to the best of
our knowledge, this is the first attempt to implement a dictionary resource
and adapt the grammar logic to a rule-based sentiment analysis tool Vader for
the Croatian language. The work presented in this paper aims at providing
the research community with a tool that can be used to extend the range of
sentiment analysis tools and resources for the Croatian language.

Acknowledgment

This work has been supported in part by the Croatian Science Foundation under
the project UIP-05-2017-9219 and the University of Rijeka under the project
UNIRI-human-18-243.

References

[1] Hutto, Clayton and Gilbert, Eric, Vader: A parsimonious rule-based model
for sentiment analysis of social media text, Proceedings of the International
AAATI Conference on Web and Social Media, 8, 1, 2014.

[2] Taboada, Maite and Brooke, Julian and Tofiloski, Milan and Voll, Kim-
berly and Stede, Manfred Lexicon-based methods for sentiment analysis
Computational linguistics,37, 2: 267-307,2011.

[3] Cambria, Erik and Li, Yang and Xing, Frank Z and Poria, Soujanya and
Kwok, Kenneth SenticNet 6: Ensemble application of symbolic and subsym-
bolic AI for sentiment analysis. Proceedings of the 29th ACM International
Conference on Information & Knowledge Management, 105-114,2020.

Sentic. https://sentic.net/
ConGraCNet Application. https://github.com/bperak/ConGraCNet
EmoCNet Project. emocnet.uniri.hr

Ban Kirigin, Tajana, Bujac¢i¢ Babié, Sanda and Perak, Benedikt Lexical
sense labeling and sentiment potential analysis using corpus-based depen-
dency graph, Mathematics, 9(12):1449, 2021.

[8] Bogunovié, Irena i Mario Kucié¢. Korpus hrvatskih novinskih portala EN-
GRI. Pomorski fakultet, https://urn.nsk.hr/urn:nbn:hr:187:920822,
2021.

[9] Bogunovié¢, Irena; Kuci¢, Mario; Ljubesi¢, Nikola and Erjavec, Tomaz,
Corpus of Croatian news portals ENGRI (2014-2018), Slovenian language
resource repository CLARIN.SI, http://hdl.handle.net/11356/1416,
2021.

[10] https://github.com/brunneis/vader-multi

70



[11]

[12]

Tymann, Karsten and Lutz, Matthias and Palsbroker, Patrick and Gips,
Carsten, GerVADER-A German Adaptation of the VADER Sentiment
Analysis Tool for Social Media Texts., LWDA, 178-189, 2019

Vilares, David and Peng, Haiyun and Satapathy, Ranjan and Cambria,
Erik BabelSenticNet: a commonsense reasoning framework for multilingual
sentiment analysis, 2018 IEEE Symposium Series on Computational Intel-
ligence (SSCI), 1292-1298, 2018.

Shim, Jae-Geum and Ryu, Kyoung-Ho and Lee, Sung Hyun and Cho, Eun-
Ah and Lee, Yoon Ju and Ahn, Jin Hee, Text Mining Approaches to Analyze
Public Sentiment Changes Regarding COVID-19 Vaccines on Social Me-
dia in Korea, International Journal of Environmental Research and Public
Health, 18, 12, 6549, Multidisciplinary Digital Publishing Institute, 2021.

71



Abstraction’s Logicality and Invariance

Ludovica Conti

September 15, 2021

In this talk, I aim at discussing a criterion that has been recently suggested in order to prove
the logicality of the abstraction operators, when they are understood as arbitrary expressions.
My double aim is to inquiry whether this criterion is sufficient to achieve this goal and to use
it in order to compare second-order and first-order abstraction principles.

1 Abstraction, Logicality and Invariance

Abstractionist theories are composed by a logical core augment with an abstraction principle,
of form: Qra = QrB + R(«, §) — which introduces and rules an operator term-forming (Qp)
as a new symbol of the language. Then, the logicality of such theories plainly depends on the
logicality of the abstraction principles. The issue of their logicality originally was risen into
the seminal abstractionist program, Frege’s Logicism. The inconsistency of this project (i.e. a
theory equivalent to second-order logic augmented with Basic Law V) seemed to determine the
inconsistency and, then (in a classical logic) the non-logicality of Basic Law V and — a fortiori
—and of the extensions as related abstracts objects.

Recently, the issue of the logicality has been resumed regarding the consistent abstraction
principles, in order to clarify that conclusion in light of the intervening studies about logicality.
For example, a standard account of logicality has been provided, in semantical terms, by means
of the Tarskian notions of invariance under permutation and isomorphism (cfr. [5]). More
precisely, in an abstractionist context, the logicality issue can be divided in two horns: on the
one hand, the inquiry on the logicality of the abstraction principles; on the other hand, the
more controversial issue of the logicality of the abstract objects. I will preliminary argue that
these questions can be reduced to those of the logicality respectively of the abstraction relations
and of the abstraction functions.

Regarding the abstraction principle, the more informative criterion consists of contextual
invariance: an abstraction principle AP is contextually invariant if and only if , for any ab-
straction function fr: Dy — D; and permutation 7, w(fg) satisfies AP whenever fr does
(cfr. [1]). T argue that this criterion is not adequate to state the logicality of a principle. I
suggest two argument in support of this hypothesis. Firstly, it under-determines the choice
between principles that are mutually inconsistent (like Hume’s Principle and Nuisance’s prin-
ciple). Secondly, such criterion appears to be — both formally and conceptually dependent on
the fulfilment of constraints concerning the abstraction relation: it is provably implied! by the
weakest form of invariance? of the abstraction relation; furthermore, a careful review of the

1Cfr. Antonelli 2010, proposition 9: “Suppose R is weakly invariant and Dz is m-closed; then the principle
Abpg is contextually invariant.”
2A relation R is weakly invariant if and only if, for any permutation 7, R(X,Y) if and only if R(w[X], 7[Y])
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syntactical structure of the abstraction principles shows that abstraction relation is the real
“engine” of the abstraction principle.

Regarding the abstraction relation, we can distinguish, at least, four kinds of invariance:
weak invariance, double invariance, internal invariance and double weak invariance (cfr. [1],
[3], [4].). I briefly describe their mutual relations and emphasise that, regarding abstraction
relations, a very relevant meaning of logicality is provided in terms of internal invariance:
an equivalence relation R(X,Y) is internally invariant if and only if, for any domain D and
permutation 7 : X UY — D, R(X,Y) if and only if R(w[X],x[Y]).

As anticipated weak invariance of the abstraction relation is sufficient to have a contertually
invariant abstraction principle but none of these criteria coincides with or implies the invariance
of the abstraction operator.

2 Abstraction operator

Regarding the canonical reading of the abstraction operator, logicality is usually spelled out
in terms of objectual invariance®. Such criterion fails precisely in case of operators related to
invariant relations (cf. [1]).

In light of the arbitrary interpretation of the abstraction operator, a new criterion — which
we will call weak invariance — has been proposed?: it consists of a generalised version of the
Tarskian isomorphism invariance and turns out to be satisfied, at least on some domains, by all
the abstraction operators that index the equivalence classes of partitions obtained by invariant
equivalence relation (cf. [7]) and by the (so-called contextually) invariant abstraction princi-
ples. If we accepted such criterion of logicality, we would be able to classify many abstraction
operators as logical symbols.

My first aim consists in further clarify this criterion — derived (in informal terms) from
the standard criterion of isomorphism invariance only by substituting the canonical notion
of reference with the arbitrary one. Firstly, I will formally prove that weak invariance of
the arbitrary denotation of an abstraction operator is nothing but the contextually invariance
of the abstraction principle respect to all the possible non-arbitrary denotations of the same
operator. We can define all the possible precisifications of the operator on a certain domain as
the ordered pair comprising the domain and the choice of a possible (non-arbitrary) denotation
of the abstraction operator. Then, we can prove that the arbitrary denotation of the operator
is weakly invariant on a domain D if and only if every precisification on D makes the principle
contextually invariant. Secondly, I will suggest that weak invariance do not actually depends
only on the arbitrary reading of the abstraction operators but on a specific way of modelling
such sort of reference, i.e. as a collection of objects. I will recap different (e.g. semantical,
epistimic and metaphysical) meanings of arbitrariness and show that only the first one seems to
be plainly able to determine an invariant denotation (cf. [7]). Both epistemic and metaphysical
arbitrariness become able to provide the same result only by accepting a non-obvious way of
modelling reference as a collection of candidate objects (cf. [2]).

My second aim will consists of considering and eventually answering to some objections
pointing against the adoption of such criterion — also in an adequate interpretation of the
arbitrariness — as a hallmark of logicality. I will compare the satisfiability of the criterion of

3An abstraction operator @ is objectually invariant if and only if for any domain D and permutation 7 of
D, 7(Qr) = Qg — namely, Qr(7(X)) = 7(z) +> Qr(X) = z.

4Such criterion is available in [7] and [2]: given an isomorphism 4 from a domain D, let i+ such that for
every set v of objects from D, it(y) = {i(x) : z € v}. Then, an expression ¢ is invariant just in case, for all
domains D, D’ and bijections i from D to D', the denotation of ¢ on D (¢P) is such that it(¢P) = P’
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weak invariance by the abstraction operators and by other variable-binding operators, like ¢,
e and 7 (cf. [7]) — which, for brevity, we will call “choice operators”. Firstly, the abstraction
operators — differently from the choice operators — are not total, namely they turn out to
be empty whether evaluated on some domains; secondly, logicality (weak invariance) of the
abstraction operators do not coincide — differently from the logicality of the choice operators —
with their purely logical definability (cf. [6]); thirdly, while the logicality of the choice operators
seems to formalise a property of a whole class of similar expressions, then of the intuitive notion
of choice, on the contrary, the logicality of the abstraction operators seems to regard only second-
order abstraction principles, by excluding any first-order abstraction operator. Such result will
be proved as a consequence of a Tarski’s theorem about first-order predicates ( [5]) and the
abovementioned link between weak invariance of the abstraction operators and isomorphism
invariance of the corresponding equivalence relations ([7]).

However, the weakness of such criterion turns out to identify the crucial meaning of an
undemanding or deflationist interpretation of abstraction (cfr. [1], [7]) — by reducing function
symbols to devices for selecting first-order representatives of equivalence classes. For this reason,
I suggest to consider such weakened criterion as the formalisation of the necessary semantical
condition of the second-order abstraction. I will support this hypothesis by the evidence that,
while other logicality criteria are satisfied also by inconsistent abstraction principles®, such
criterion regarding abstraction operator is satisfied by all and only the consistent ones.

2.1 First-order Abstraction

In the last part of the talk, I will compare two schemas of, respectively, second-order and first-
order abstraction principles, in order to explore whether some of the limitations mentioned
above could be overcome by the adoption of a schematic setting ([4], [7]). On the one side, a
schematic second-order abstraction principle — of form §(RF) =§(RG) < R(F,G), where § is
a binary abstraction operator and E any isomorphism invariant equivalence relation — defines
an abstraction function from p(p(D) x p(D)) x p(D) — D that satisfies the criterion of weak
invariance and — differently from the specific unary operators — is total ([7]). On the other side,
I will focus a schematic first-order abstraction principle — of form §(Ra) =§(Rb) < R(a,b),
where § is a binary abstraction operator and E any first-order equivalence relation — and I will
show that the abstraction function from p(D x D) x D — D that it defines is — differently from
the corresponding unary operators — total, but not isomorphism invariant.
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One of the common objections to the social choice methods based on
linear rankings of the candidates, is that they require too much involvement
of the voters. Each voter is required to provide full linear ranking of all
candidates, which can be demanding process when there is larger number of
candidates. Therefore, there is a demand for providing social choice methods
that are based on some partial expression of voters preference.

On the other hand, main interest of our research is a notion of compro-
mise in social choice theory [2, 3, 4]. Since social choice functions presented
in [3] are defined over profile of strict linear orderings of the candidates, it
was natural next step to explore possible modifications of those methods,
such that they are defined over some partial expression of voters preferences.
With that goal we are introducing following definition:

Definition 1. [Disapproval score] Let there is a set of k candidates M =
{M, ..., M}, and n voters. Let p € (—00,0] be a ”factor of disapproval”.
Each voter selects two disjoint subsets of M: subset of all candidates s/he
approves A;, and subset of all candidates s/he disapproves D;. Collection of
those subsets over all voters constitutes a profile a. For each candidate M
and i-th voter we define:

1, M,eA;
5;@71' = p, My € D;
0, M; ¢ A, UD;

Now we define desapproval score for each candidate Mj:
n
DS(My) = bk
i=1
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The result of social welfare function Disapproval vote (DV) is (weak) or-
dering of candidates with respect to their Disapproval score (DS), where
candidate with greatest DS is placed first.

Value of parameter p allows DV to approach to the notion of compromise
as to the version of Sorites paradox, as presented in [2].
Disapproval vote can be viewed as a generalization of both Approval vote
(AV) and Plurality count (PC). Following holds:

o If for every i, set A; is singleton, and set D; is empty, then DV equals
to PC.

e If for every i, set D; is empty, then DV equals to AV.

Furthermore, DV offers a formalization of the concept of Veto vote, that is
a social welfare (choice) function in which every voter can eliminate one,
or more candidates from winning position, regardless of that candidate po-
sitions in other preferences of the profile. Such system is achieved when
p — —00.

With respect to the motivation for definition of such social welfare func-
tion, we analyzed if it satisfy Compromise Axiom [4].

Definition 2. Social choice function ® satisfies a (weak) Compromise
Axiom if on every set of three or more candidates, there is a profile of
preferences «, such that a set of winning candidates of social choice function
® contains a candidate which is not placed first in any preference of the
profile a.

Since profile of DV is not collection of linearly ordered preferences, in-
terpretation of Compromise Axiom is needed. But such interpretation is
natural: a set of winning candidates from CA is set 4;. With that interpre-
tation we can show that DV satisfy CA iff p < —1.

Regarding other axioms of social choice theory, DV possesses many prop-
erties similar to AV. It can be proven that it is positively responsive (mono-
tone) for all values of p; DV satisfies Pareto Axiom and Independence of
Irrelevant Alternatives (IIA). Future study of the subject would include
analysis of tactical voting methods that can be used against DV (such as
Bullet voting, when AV is in question) [1], and relationship between DV and
some other methods it shares similarities with (such as Negative voting) [5].
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Bisimulation relations in logic may be understood as descriptions of (non-
deterministic) winning strategies for one player in corresponding model compar-
ison games. In case of bisimulations for basic modal logic that was illustrated
in [2]. In case of bisimulations for provability logic that was done in [1]. Caci¢
and Vrgo¢ in [1] used games on Veltman models to show that modal equivalence
does not imply bisimilarity.

In this talk, we will give an overview of use of bisimulation games in known re-
sults for Veltman semantics. Since Veltman semantics is not fine-grained enough
for certain application, the notion of generalised Veltman semantics emerged to
obtain certain non-derivability results. It has turned out that this semantics
has various good properties (see e.g. [3] and [4]). Because of that, we will define
bisimulation games (and their finite approximation - n-bisimulation games) for
generalised Veltman semantics. We will alse prove the standard result - equiva-
lence between the existence of a winning strategy in the bisimulation game and
the existence of an bisimulation in case of generalised Veltman semantics.
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On proving interpretability principles
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Proving the soundness of a modal principle A w.r.t. some theory 7 translates to
proving that all so-called arithmetical realisations A* are provable in T, i.e. T + A*.
However, we are rarely interested in just one theory 7'; usually the intention is to prove
soundness (and completeness) w.r.t. a large class of theories, for example the principle
P and the class of finitely-axiomatisable Z;-sound theories extending /Ay + SUPEXP
[7], or the principle M and the class of essentially reflexive X;-sound theories [6], [1].

The wider the class of theories, the less can be said about the theories within the
class. In particular, the class of all sequential theories is studied often. Joosten and
Visser showed [4] that, despite the size of this class of theories, there are simple ways
to prove the soundness for many principles in this class. These methods induce semi-
formal systems seemingly related to the aforementioned principles M and P, which
is somewhat surprising as M and P are not sound in this class themselves. In fact,
many proofs using M and P can be adapted for these semi-formal systems using an
almost mechanical straightforward procedure. Of course, this cannot be done if these
principles were used in an essential way in the proof that is being converted.

In [5] the approach of [4] is extended, and a paper [3] is worked on. The new
results concern certain series of principles introduced in [2] and [5]. In this talk we
will present some new results developed in [5] that concern arithmetical soundness.
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Cyber-physical systems are being deployed in safety-critical missions
such as applications involving robots, drones, and bots. As their complexity
increases, it becomes harder to ensure their well-behavior. In this talk, we
describe the rewriting logic framework Soft-Agents for the symbolic specifi-
cation and verification of such systems. In particular, an agent behavior is
reduced to a soft-constraint solving problem. Moreover, these specifications
can be executed using the rewriting tool Maude. For verification, we demon-
strate how to reduce the checking of verification properties to the checking
of satisfiability problems involving non-linear arithmetic constraints.
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Abstract

In this report, we consider natural deduction systems with non-
standard disjunction elimination rules for infectious logics and prove nor-
malisation theorem for them.

Infectious logics form a special class of many-valued logics which have the
so called infectious value: if an argument of a logical connectives is infectious,
then the hole connective is infectious as well. It can be illustrated, e.g., by the
following matrices by Deutsch [3]:

A|=-||A|T B N F||V|T B N F
T |F T|T B N F||T|T T N T
B |B B|B B N F|B|T B N B
N |N N|{N N N N||[N|N N N N
F|T F|F F N F F|T B N F

We can see that the value N is infectious here. If under some valuation
v for some formula A; we have v(A4;) = N (i € {1,2}), than v(-4;) = N,
v(A; A Ag) = v(A; V Ay) = N. Notice that if we consider the values T and B as
designated, then we get Deutsch’s logic Sgge [3].

In a recent paper [1], Belikov offered natural deduction systems for Sgge and
yet another infectious logic dSgge by Szmuc [9]. The logic Sgqe has already
had a natural deduction system suggested by Petrukhin [6], while dS¢qe does
not. Belikov compares his natural deduction system for Sgge with Petrukhin’s
and concludes that his system is better, since it has a standard disjunction
elimination rule, while Petrukhin’s system has the following rule:

[AN-B] [-AAB] [AADB]
AV B C C C
C

At that Belikov’s system needs two more rules for disjunction which were
not required in Petrukhin’s calculus:
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AV B AV B
Av-A BV A

Both authors establish soundness and completeness theorems for their sys-
tems, but ignore normalisation theorem which is an analogue of cut elimination
for natural deduction and is very important from proof-theoretical point of
view. In this talk, we would like to fill this gap. Using the methods from [5], we
a bit modify Petrukhin’s rules for Sgge to make them more suitable to proof-
theoretic investigation (but do not change his version of disjunction elimination)
and present the proof of normalisation theorem for it as well as establish that
it has the negation subformula property. As for Belikov’s system, we show that
the rule AV B/B V A blocks normalisation and destroys the subformula prop-
erty. Thus, we conclude that although standard disjunction elimination rule
is more convenient, non-standard ones can be more useful for infectious logics
from a proof-theoretically point of view, since despite of their shape the natural
deduction systems with them enjoy normalisation theorem.

The above mentioned non-standard disjunction elimination rule was used
also in [8] in a natural deduction system for a three-valued logic K¥ (known as
weak Kleene logic [4], it is also a fragment of Bochvar’s logic Bs [2]). Thus, we
examine KY as well and prove normalisation for it. Additionally, we consider
infectious logics from [7]. These logics have various disjunction elimination rules,
we present one of them as an example:

[D][E]
F
D or the assumption E. We show that normalisation theorem holds for all the

infectious logics from [7].

where is understood as follows: F' is derivable from the assumption
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My contribution addresses three problems concerning existential generalisation
(EG). My solutions to the problems are framed within a higher order partial
type theory TT* that is equipped with a natural deduction system in sequent
style NDrr+.

Problem 1 (Which rule exactly is (EG)?) In logical textbooks and even
advanced writing such as Prawitz [1], Negri et al. [2], the ordinary rule (EG)
of natural deduction (ND) occurs in the following three variants. (I write Az,
borrowed from A-calculus, instead of sole z; ¢(;/,) reads “p in which ¢ is sub-
stituted for x7; ¢ is a formula, F' is a predicate, t a term, z a variable, 3 is the
existential quantifier as a ‘predicate’, Az.F(z) denotes the set of objects x of
which F(z) is true.)

(1)
A(F) (EG) I(A\z.p)

P(t/x) F(t)

(=) (=1) I\ F(x))

Problem 2 (Is (EG) a primitive rule or a derivable one?) As indicated
by the labels (3-I), (EG) and (3-I7), I consider only one of them being the
proper Rule of Existential Generalisation, (EG). (3-I") is a variant of the Rule
of 3-Introduction, (3-1), whose bottom formula is an n-expanded form of (3-1)’s
bottom formula.! The choice of (EG) is determined by several logical facts,
(F1) — (F4).

Solution to Problem 1 (partiality, explicit substitution)
(F1) (3-1) cannot be eliminated in partial logic/partial TT (TT stands for

1By the n-rule of A-calculus: F = \z.F(x), where 4 indicates variants with F and .
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type theory), since it is not interdefinable with V because of partiality (see e.g.
[5]), i.e. the fact that some expressions are non-denoting, e.g. because they
express an application of a partial function f to an argument for which f is not
defined (cf. e.g. “3+07). Thus, (3-I) is a primitive rule of ND for PTT.

(F2) (EG) contains the substitution operator (t/x) which can be treated
either (a) as a metalinguistic device (then (EG) ‘collapses’ to (3-17)), or (b)
as a genuine operator of our higher-order logic, as is common in current type
theory/A-calculus (explicit substitution). 1 pursue the latter option, borrowing
the essential idea from Tichy [8], while I use a (substantial) modification of his
TT with ‘evaluation terms’ (one serves as a sort of quotation, one as a picking
of some term’s denotation). I call the logical system TT*, its language is

ACTT* Cu=zx | C | CO(Cm) | )\LZ'm.CQ | rC'()—l | [[Co]]-,—

where each C' (not “C”) is not simply a term, but an acyclic algorithmic com-
putation, called construction of the denotational value of the term “C” (see e.g.
Tichy [8], Raclavsky [5] or even Moschovakis [4] for discussion).? Within TT*,
C(p/a) 1s a notational abbreviation of

[[Sub(’_D—', Tz, '—C_‘)}]T,

where Sub is a logical operator standing for an appropriate substitution function
Sub which is defined in Curry’s manner.

Solution to Problem 2 (derivability of (EG)) As suggested above,

(F3) (EG) is a derivable rule in a suitable ND. In the present talk, I show its
intralogical proof (i.e. not a a metalinguistic demonstration stated in English).
The ND system used for proving it is appropriate for TT, it is called NDy+.

The rules of the system manipulate sequents (as valid arguments) of the
form I' = M, where M is a match (see below) and I' is a set of matches.
Matches are congruence statements of the general form M := C : x, where C
is either ‘annotated’ by _ — saying that C is improper (= ‘non-denoting’), or by
x — saying that C is proper and constructs the object X, or an object in the
range of x, or the construction X (acquired by "X7).

Now let (k,1) indicate presence or absence of the possible-world variable w
and time-instant variable ¢ (preparing thus the rule for possible worlds seman-
tics, see below); let T be a (constant standing for) the truth value True. The
rule (EG) has the empty set of initial sequents:

Theorem 1 (The rule (EG)) (EG) T, C(pg jx):T = I (A2.O):T

Its proof applies NDy7+’s ‘axiom rule’ (AX), the weakening rule (WR), -
expansion rule (8-EXP) (see [7]), (3-I) and the rule of instantiation of an exposed
variable (its proof is rather difficult and it is briefly shown in the talk):

2¢F,.” stands for “E1, Fa, ..., Em” and “F,,” stands for “E1FEoEy,”, for any entity E;. T
is a type interpreted by a set of objects ©; models consist of indexed families MM := {D, } .
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(AX)
(WR)
(B-EXP)

L, C(Dy /2T = C(Dyy /)T

T, D:d, C(D(k,l)/z):T = C(D(k,L)/z):T
I, Dud, C(D(k‘l)/m):T = [)\lEC](D(kJ))T

I', Dd, C<D(k l)/z):T = 3" \z.C:T %

- (exp-INST) 1.,2.
F’C(D(k,l)/x):T = 3" Ax.C:T

(F4) Finally, I show two proofs of (3-I7), the longer one does not assume
the rule of n-conversion. Thus, both (EG) and (3-17) are derivable in NDy-.

Problem 3 (Is (EG) applicable even within intensional and hyperin-
tensional contexts?) Quine and others (see esp. Kaplan [3]) raised a worry
that the rule (EG) cannot be applied within (a) intensional and (b) hyperin-
tensional contexts, though it is applicable within (¢) extensional contexts.

Solution to Problem 3 ((EG) and (hyper)intensional contexts) As
regards (a), the favourable answer has been known since Montague-like inten-
stonal (or possible worlds) semantics was applied to sentences such as “Neces-
sarily, the number of planets (NP) is greater than 7.”. As regards (b), proposals
adequately formalising also sentences such as “Wiles knows that Fermat be-
lieved Fermat’s Last Theorem.”, exists now, see e.g. Tichy [8], Moschovakis [4],
Raclavsky [5]. The approaches model fine-grained hyperintensional meanings
e.g. as constructions.

The approaches may deploy NDt7- with (EG). I show that existential gen-
eralisation cannot be applied only to the de dicto readings of (a)- and (b)-type
sentences, i.e. (EG) cannot justify the corresponding arguments. I explain the
impossibility by a recourse to the definition of Sub.
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The introduction of interactive proofs by Goldwasser et al. ([1]) poses an inter-
esting question to the already vividly researched area of uncertain reasoning and
justification logic - How can we quantitatively describe an evidence transforma-
tion that gets progressively more meaningful and how can we model agents that
reason based on such transformed evidence?

In this work, we introduce the probabilistic two-agent justification logic IPJ,
a logic in which we can reason about agents that perform interactive proofs.
We present its syntax and semantics and provide a soundness proof. Moreover,
we investigate how our axiomatisation can be extended in order to capture a
weaker notion of the zero-knowledge property of interactive proofs. The foun-
dation of our logic is built on the works of Kokkinis et al. ([2]) and Ognjanovié
et al. ([3]) who developed a probabilistic justification logic PJ and its extension
CPJL which allows for conditional and non-standard probabilities.

We answer the question above by parametrizing our logic over the set of negligi-
ble functions f(n) = n~* for all k € N. This approach enables us to canonically
construct the set of formulas that are known by the agents to be interactively
provable. By doing so, we closely model the soundness and completeness proper-
ties of interactive proofs which are usually stated by using first-order quantifiers.
Furthermore, we use non-standard probabilities in order to model the limit cases
of the aforementioned properties.

89



Acknowledgment

Supported by the Swiss National Science Foundation grant 200020184625 and
by the Science Fund of the Republic of Serbia project Al4TrustBC.

References

[1] Shafi Goldwasser, Silvio Micali, and Charles Rackoff. The knowledge com-
plexity of interactive proof-systems. In Proceedings of the Seventeenth An-
nual ACM Symposium on Theory of Computing, STOC ’85, page 291-304,
New York, NY, USA, 1985. Association for Computing Machinery.

[2] Ioannis Kokkinis, Petar Maksimovié¢, Zoran Ognjanovié¢, and Thomas
Studer. First steps towards probabilistic justification logic. Logic Journal of
IGPL, 23:662—687, 08 2015.

[3] Zoran Ognjanovié, Nenad Savié, and Thomas Studer. Justification logic with
approximate conditional probabilities. In Alexandru Baltag, Jeremy Selig-
man, and Tomoyuki Yamada, editors, Logic, Rationality, and Interaction,
pages 681-686, Berlin, Heidelberg, 2017. Springer Berlin Heidelberg.

90



	Tin Adlešic, Vedran Cacic  Formal approach to stratification in NF/NFU
	Musab A. AlTurki, Tajana Ban Kirigin, Max Kanovich, Vivek Nigam, Andre Scedrov, Carolyn Talcott  Periodic Systems: Safety, Security, and Complexity
	Matthias Baaz  Analytic calculi for quantifier macros
	Michael Batanin, Martin Markl, Jovana Obradovic  Minimal models for graphs-related operadic algebras
	Vedran Cacic  sz.s(s(sz)) topics
	Vedran Cacic, Marko Horvat, Zvonko Iljazovic  Computable subcontinua of semicomputable chainable Hausdorff continua
	Cezary Cieslinski  On the principle of disjunctive correctness
	Šejla Dautovic, Dragan Doder, Zoran Ognjanovic  Logics for Reasoning about Knowledge and Conditional Probability
	Giulio Fellin, Sara Negri, Eugenio Orlandelli  Glivenko classes and constructive cut elimination in infinitary logic
	Michał J. Gajda  Consistent finitist logic
	Silvia Ghilezan, Simona Kašterovic, Luigi Liquori, Bojan Marinkovic, Zoran Ognjanovic, Tamara Stefanovic  Federating Digital Contact Tracing using Structured Overlay Networks
	Sebastijan Horvat, Tin Perkov, Mladen Vukovic  n-bisimulations for generalised Veltman semantics
	Angelina Ilic Stepic, Zoran Ognjanovic, Aleksandar Perovic  A Probabilistic Temporal Epistemic Logic
	Simona Kašterovic, Silvia Ghilezan  Towards Logic of Combinatory Logic
	Matej Mihelcic  Redescription mining 
	Petar Paradžik, Ante Ðerek  Restricted Observational Equivalence
	Duško Pavlovic   Solution of Lambek's Problem: A construction of Dedekind-MacNeille-type bicompletions of categories
	Edi Pavlovic, Norbert Gratzl  Proof theory of free logics
	Jirí Raclavský, Petr Kuchynka  Natural Deduction for Partial Type Theory with `Evaluation Terms'
	Andre Scedrov  Language Models and Relational Models of the Lambek Calculus
	Peter Schuster, Daniel Wessel  Radical theory of Scott-open predicates
	Zvonimir Šikic  Kneale's natural deductions as a notational variant of Beth's tableaus
	Tamara Stefanovic, Silvia Ghilezan  Differential Privacy and Applications
	Matteo Tesi  A new termination procedure for intuitionistic logic
	Zvonko Iljazovic, Lucija Validžic  Computable sequences and isometries
	Tin Perkov  4th workshop Formal Reasoning and Semantics (FORMALS 2021)
	Tin Adlešic  Quine's New foundations and paradoxes
	Tajana Ban Kirigin, Sanda Bujacic Babic, Benedikt Perak  Sentiment Potential Analysis
	Tajana Ban Kirigin, Sanda Bujacic Babic, Benedikt Perak  Building a Sentiment Dictionary for Croatian
	Tajana Ban Kirigin, Sanda Bujacic Babic, Benedikt Perak  Implementing Sentiment Dictionary into Vader sentiment analyis for Croatian
	Ludovica Conti  Abstraction's Logicality and Invariance 
	Aleksandar Hatzivelkos, Marcel Maretic  A Note about Disapproval Voting
	Sebastijan Horvat  Bisimulation games for (generalized) Veltman semantics
	Luka Mikec, Joost J. Joosten, Albert Visser, Mladen Vukovic  On proving interpretability principles arithmetically sound
	Vivek Nigam  Soft-Agents: A Symbolic Verification Framework for Cyber-Physical Systems
	Yaroslav Petrukhin  Normalisation for some infectious logics with non-standard disjunction elimination rules
	Jirí Raclavský  The Rule of Existential Generalisation, Its Derivability and Formal Semantics
	David Lehnherr, Zoran Ognjanovic, Thomas Studer    A Logic of Interactive Proofs

