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Sequent calculus as a programming language

Zena M. Ariola

University of Oregon

We will present and demonstrate the usefulness of the sequent calculus
as a formal model of computation based on interactions between producers
and consumers of results. This model leads to a better understanding of call-
by-name evaluation by reconciling the con�icting principles of extensionality
and weak-head evaluation, thus internalizing a known parametricity result.
It allows one to explore two dualities of computation: the duality between
call-by-name and call-by-value, and the duality between construction and
deconstruction. This ultimately leads to a better linguistic foundation for
co-induction as dual to induction. From a more practical point of view, the
sequent calculus provides a useful inspiration for the design of intermediate
languages.

This is joint work with Paul Downen, Philip Johnson-Freyd, Luke Maurer
and Simon Peyton Jones
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Secure channel coding scheme based on LDPC

codes over the BEC

Aleksandra Arsić

Mathematical Institute SASA, Belgrade, Serbia
E-mail: aleksandra@mi.sanu.ac.rs

Keywords:
BEC, channel coding scheme, LDPC codes, QC-LDPC codes

Low density parity check (LDPC) codes were discovered by Gallager [1].
In last years, they have been the topic of significant research and attracted
considerable attention due to their promising performance and the reasonable
complexity. One of the most attractive class of LDPC codes for practical ap-
plications is the class of quasi-cyclic (QC) LDPC codes [3], [4], [5]. QC-LDPC
codes have encoding advantage over other types of LDPC codes. They can be
encoded using shift-registers in linear time, which permits low-complexity en-
coding [6]. These codes also decrease the memory for storage, because there
is no need to store the complete parity check matrix. Instead, only the first
column of circulant matrix is saved in memory. That provides reducing the key
size [7].

The topic of this research is combining security and channel coding.Reasons
for that are reduce the overall processing cost and providing a faster and more
efficient implementation. Cryptosystem based on coding theory is secure, ar-
gument for that is because decoding process for linear code is NP-complete
problem [8]. Benefits of this model are higher encryption/decryption speed and
lower memory size for key. These schemes are also known like code-based cryp-
tosystems. Idea is to use code that allows low computation complexity of the
decoder and encoder, decreasing the key size and increasing information rate.
We used a class of QC-LDPC codes which was describe in [9].

This research introduces code-based cryptosystem with two components.
The first component is binary QC-LDPC code and the second one is binary
erasure channel (BEC). After message was encoded by parity check matrix, it
passed to the BEC and some bits have been deleted. Sender and receiver have
the same deterministic procedure for determining if some bit will be deleted.
Positions of deleted bits are known only to them. In that way, attacker has some
binary vector but doesn’t know the positions of removed bits. He is unable to
reconstruct message.

There are a lot of techniques to design BEC and that will be a subject of
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this presentation, also. It is important that chosen technique does not affect to
key size significantly and to improved security of scheme. Although the attacker
knows some part of the key, this cryptosystem is secure and that will be shown.
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Deduction rules for probabilized formulae

Marija Bori£i¢1

1Faculty of Organizational Sciences, University of Belgrade, Jove Ili¢a

154, 11000 Beograd, Serbia

Keywords:

inference rules, probability, soundness, completeness

We introduce a system of inference rules NKprob combining Gentzen's
and Prawitz's approach to deductive systems, and Carnap's and Popper's
treatment of probability in logic (see [1, 2]). This probability logic, based on
classical propositional calculus (see [7, 8]), enables manipulating with propo-
sitions of the form A[a, b] with the intended meaning that 'the probability c
of truthfulness of a sentence A belongs to the interval [a, b] ⊆ [0, 1]'.

For each propositional formula A provable in classical logic, the proba-
bilized formula A[1, 1] is an axiom of the system NKprob. The system
NKprob consists of inference rules covering each propositional connective
by at least one introduction rule, and one elimination rule, with the best
possible probability bounds. For instance, the rules treating implication are
as follows:

implication:

A[a, b] B[c, d]

(A→ B)[max(1− b, c), 1− a+ d]
(I →)

A[a, b] (A→ B)[c, d]

B[a+ c− 1, d]
(E1 →)

B[a, b] (A→ B)[c, d]

A[1− d, 1− c+ b]
(E2 →)

An characteristic rule for probability logic is the additivity rule:

A[a, b] B[c, d] (A ∧B)[e, f ]

(A ∨B)[a+ c− f, b+ d− e]
(ADD)

Also, we present two speci�c rules for our system, treating inconsistency:

[A[c1, c1]]

A∅
[A[c2, c2]]

A∅ . . .
[A[cm, cm]]

A∅
A∅ (I∅) A∅

B[a, b]
(E∅)

for any propositional formulae A and B, and any a, b ∈ I = {c1, c2, . . . cm}.
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The models are de�ned as follows (see [3, 4, ?, 6]):
De�nition. Let For be the set of all propositional formulae and I a �nite

subset of reals [0, 1] closed under addition, containing 0 and 1. Then a
mapping p : For → I will be an NKprob�model (or, simply, model), if it
satis�es the following conditions:

(i) p(>) = 1 and p(⊥) = 0;

(ii) if p(A ∧B) = 0, then p(A ∨B) = p(A) + p(B);

(iii) if A↔ B in classical logic, then p(A) = p(B).

Our system is sound and complete with respect to the just described
models.
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A probabilistic temporal logic with countably

additive semantics

Dragan Doder
University of Belgrade, Faculty of Mechanical Engineering

dragan.doder@gmail.com
Zoran Ognjanović

Mathematical Institute of Serbian Academy of Sciences and Arts
zorano@mi.sanu.ac.rs

The study of temporal logics started with the seminal work of Arthur Prior
[12]. Temporal logics are designed in order to analyze and reason about the way
that systems change over time, and have been shown to be a useful tool in de-
scribing behavior of an agent’s knowledge base, for specification and verification
of programs, hardware, protocols in distributed systems etc. [1, 2]. In many
practical situations the temporal information is not known with certainty. A
typical example is formal representation of information about tracking moving
objects with GPS systems, in the case in which the locations or the identities
of the objects are not certainly known [5].

Many different tools are developed for representing, and reasoning with, un-
certain knowledge. One particular line of research concerns the formalization
in terms of probabilistic logic. After Nilsson [10] gave a procedure for prob-
abilistic entailment which, given probabilities of premises, calculates bounds
on the probabilities of the derived sentences, researchers from the field started
investigation about formal systems for probabilistic reasoning. [3] provided a
finitary axiomatization for reasoning about linear combinations of probabili-
ties, and they proved weak completeness (every consistent formula is satisfi-
able). Their formulas are Boolean combinations of the expressions of the form
r1w(α1) + . . . + rnw(αn) ≥ rn+1, where w is the probability operator and αi’s
are propositional formulas. The semantics of the logic use finitely additive prob-
abilities, since σ-additivity cannot be expressed by a formula of their language.

In this work, we extend the approach from [3]. We start with the propo-
sitional linear time logic (LTL) [4] with the “next” operator © and “until”
operator U . The meaning of the formula ©α is “α holds in the next time in-
stance”, and αUβ we read “α holds in every time instance until β holds”. We
apply the probabilistic operator w to the formulas of LTL and define proba-
bilistic formulas using the linear combinations, like in [3]. In our logic there
are two types of formulas, LTL formulas and probabilistic formulas, with the
requirement that if an LTL formula is true, then its probability is equal to 1.
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The main technical challenge in axiomatizing such a logic lies in the fact that
the set of models of the formula αUβ can be represented as a countable union
of models of temporal formulas which are pairwise disjoint. As a consequence,
finitely additive semantics is obviously not appropriate for such a logic, and
we propose σ-additive semantics for the logic. On the other hand, expressing
σ-additivity with an axiom would require infinite disjunctions, and the resulting
logic would be undecidable. We shown in Section 3.1 that any finitary axiomatic
system wouldn’t be complete for the σ-additive semantics.

In order to overcome this problem, we axiomatize our language using in-
finitary rules of inference. Thus, in this work the term “infinitary” concerns
the meta language only, i.e., the object language is countable and the formulas
are finite, while only proofs are allowed to be infinite. We prove that our ax-
iomatization is sound and strongly complete (every consistent set of formulas
is satisfiable). We also prove that the logic is decidable, and we show that the
satisfiability problem is PSPACE-complete, no harder then satisfiability for
LTL.

There are several logics which combine time and probability in different
ways [6, 7, 8, 9, 11, 13]. However, to the best of our knowledge, this is the first
complete axiomatization for the σ-additive probabilistic semantics.
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On the Computational Complexity of

the Discrete Pascal Transform

Dušan B. Gajić1, Radomir S. Stanković2

1
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University of Nǐs, Faculty of Electronic Engineering, Dept. of Computer Science

Aleksandra Medvedeva 14, 18000 Nǐs, Serbia

E-mail:
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Keywords:
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fast algorithms, parallel computing, GPU computing.

In this talk, we discuss the computational complexity of different algorithms
for computing the discrete Pascal transform (DPT) [1].

The DPT is a spectral transform proposed in 2005 [1], but it is based on
the concept of the Pascal’s triangle which has been known for centuries [2, 10].
The DPT was introduced by an ad hoc multiplication with -1 of every other
column of the Pascal’s matrix [1]. The applications of the DPT are found in
digital image processing [7], digital filter design [11, 12], pattern recognition [6],
digital watermarking [9], and related areas.

However, practical applications of the DPT are limited by the O(N2) com-
plexity of best current algorithms for its computation (where N is the size of the
processed function) [4, 8, 14]. In this talk, we further elaborate on the computa-
tional features of a method for the fast computation of the DPT, proposed in [3],
which is characterized by an O(N logN) asymptotical time complexity. We also
show that the considered approach is especially well-suited for highly-parallel
computation on graphics processing units (GPUs) [3].

The discussed method for the efficient computation of the DPT is based on
a modification of the factorization of the Pascal’s matrix which was proposed by
Kailath and Sayed [5]. We modify the before-mentioned factorization by using
the Hadamard product with the vector consisting of ±1 integers to convert the
Pascal’s matrix into the DPT matrix. Using this algorithm, the DPT matrix is
factorized into a product of three matrices with special structure - two diagonal
matrices and a Toeplitz matrix. The Toeplitz matrix is further embedded into
a circulant matrix of order 2N [15]. The diagonalization of the circulant matrix
by the Fourier matrix permits the use of the fast Fourier transform (FFT) for
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performing computations [13, 15, 16]. This leads to an algorithm with the
asymptotical time complexity of O(N logN) [15, 16].

As a result, the discussed method can significantly extend the practical ap-
plicability of the discrete Pascal transform.
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Sound and complete subtyping on intersection and

union types

Silvia Ghilezan

University of Novi Sad, Mathematical Institute SANU, Serbia

The notion of subtyping has gained an important role both in theoret-
ical and applicative domains: in lambda and concurrent calculi as well as
in programming languages. The soundness and the completeness, together
referred to as the preciseness of subtyping, can be considered from two dif-
ferent points of view: denotational and operational. The former preciseness
is based on the denotation of a type which is a mathematical object that de-
scribes the meaning of the type in accordance with the denotations of other
expressions from the language. The latter preciseness has been recently de-
veloped in [3] with respect to type safety, i.e. the safe replacement of a term
of a smaller type when a term of a bigger type is expected.

We present the technique for formalising and proving operational precise-
ness of the subtyping relation in the setting of a concurrent lambda calculus
with intersection and union types given in [1]. An overview of preciseness of
subtyping in other frameworks will be given ([2]).

This is a joint work with Mariangiola Dezani-Ciancaglini.
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Proving Properties of Peer-to-Peer Protocols using

ASMs Formalism - An Overview

Paola Glavan, Bojan Marinković, Zoran Ognjanović

Our aim is to describe how to use Abstract State Machine (ASM) [5,
9, 10] in specification of Peer-to-Peer protocols, with special emphasis to
Chord and Synapse protocol. We will also show how to prove correctness
properties of the Chord protocol and several properties of Synapse protocol.

We decided to use ASM framework for specification of Peer-to-Peer pro-
tocols because of its simplicity (which is unique), and the freedom it offers
the practitioners to choose for each problem an appropriate combination of
concepts, techniques and notations, which are integrated by the framework
in a coherent way as elements of a uniform mathematical background. The
ASM method enables us to base the foundation for a reliable software en-
gineering discipline on standard mathematics, avoiding the introduction of
complicated specification languages and theories of language semantics.

As is characteristic for mathematical disciplines, the ASM method is
not bound by the straightjacket of a particular formal language, but allows
one to freely use any standard algorithmic and mathematical notation. The
only condition to use any useful description techniques is a mathematically
rigorous definition of its meaning.The ASM method allows one the coher-
ent separation and integration of defining a model and proving of model
properties.

ASMs are versatile machines which are able to simulate arbitrary algo-
rithms in a direct and essentially coding-free way. Here the term algorithm
is taken in a broad sense including programming languages, architectures,
distributed and real-time protocols, etc. The simulator is not supposed to
implement the algorithm on a lower abstraction level; the simulation should
be performed on the natural abstraction level of the algorithm, and thus en-
ables us to skip proof of the correctness of the formalization with respect to
the algorithm. Also, a vast literature on ASMs shows how to model closely
and faithfully real complex systems and how to use models in order to ver-
ify their properties (see for example [5, 12], Bakery algorithm [4], Rail road
crossing problem [11], Kerberos algorithm [3], Java formalization [7], [8], a
special issue devoted to the method [6], etc).

ASMs constitute a computation model on structures. The program of
an ASM is - like the program of a Turing machine - the description of how
to modify the current configuration of a machine in order to obtain a possi-
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ble successor configuration. The main difference between ASM and Turing
machine is that the ASM states are mathematical structures (first order
structures) rather than strings. ASM preform computation on structures,
in the sense that they obtain a structure as input, modify this structure
step by step, and output the resulting structure if they reach a halting
state. The fact that ASMs operate on structures rather then on strings has
an important consequence: the ASM computational model is more flexible
then standard computational models in theoretical computer science.

In the talk we will consider how to model Chord and Synapse protocol
with ASM. The Chord protocol [16, 17, 18] is one of the first, simplest and
most popular distributed hash table (DHT). DHT provides a lookup service
similar to a hash table; 〈key, value〉 pairs are stored in a DHT, and any
participating peer can efficiently retrieve the value associated with a given
key. The formalization concerns Chord actions that maintain ring topology
and manipulate distributed keys. We define a minimal set of deterministic
constraints and prove the correctness of the Chord protocol.

The Synapse protocol is a scalable protocol designed for information re-
trieval over inter-connected heterogeneous overlay networks. In this talk,
we show a formal description of Synapse using the Abstract State Machines
framework. The formal description pertains to Synapse actions that manip-
ulate distributed keys. Based on this formal description, we present results
concerning the expected exhaustiveness for a number of scenarios and sys-
tems maintained by the Synapse protocol, and provide comparisons to the
results of the corresponding simulations and experiments. We show that the
predicted theoretical results match the obtained experimental results, and
give recommendations on the design of systems using Synapse.
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In this paper we present the logic QLP suitable for reasoning about
quantum observations. The notion of measurement can be expressed using
the modal operator �, so that, instead of non-distributive structures (i.e.,
non-distributive lattices), it is possible to relay on classical logic extended
with the corresponding modal laws for the modal logic B. Using formulas of
the form �ϕ, it is possible to overcome the well known �non distributivity
problem" of quantum mechanics.

QLP extends the modal logic B with probability formulas of the form
CSz1,ρ1;...;zm,ρm�♦α. The meaning of the formula CSz1,ρ1;...;zm,ρm�♦α is
related to some observable O and some world (vector) w. If ∆ is a subspace
related to measuring the observable O, a is an eigenvalue of O, and w1, . . . ,
wm is the chosen base of eigenvectors that correspond to the eigenvalue a,
then �♦α means �It is measured that O = a", while CSz1,ρ1;...;zm,ρm�♦α
means �w = c1 ·w1 + . . .+ cm ·wm for some ci ∈ C such that ‖c1− z1‖ ≤ ρ1,
. . . ‖cm − zm‖ ≤ ρm, and the probability of obtaining a while measuring O
in the state w is equal to Σm

i=1‖ci‖2".
Formulas are interpreted in re�exive and symmetric Kripke models equipped

with probability distributions over possible worlds. We give an in�nitary ax-
iom system which contains axioms and rules for probabilistic reasoning, and
prove the corresponding soundness and strong completeness theorems. We
show that the logic QLP is decidable.
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A compact subset of Rn is computable if it can be e�ectively approx-
imated by a �nite set of points with rational coordinates with arbitrary
precision. Let f : Rn → R be a computable function such that f−1({0}) is
a compact set. Now the question is, is this set computable, i.e. is the set of
solutions to the equation f(x) = 0 necessarily a computable set? The answer
to this question is negative in general, but some topological properties of the
set f−1({0}) can imply its computability.

It can be shown that a compact set S ⊆ Rn is a set of zero-points of
some computable function if and only if we can e�ectively enumerate all
�nite unions of rational balls which cover S. This characterisation gives us
a clear topological property of these sets and allows us to investigate sets
which have the same property, but in more general ambient spaces. These
spaces are computable topological spaces and semicomputable sets are the
generalisation of previously mentioned compact sets of zero-points.

We show how notion of computability can be extended to topological
spaces and investigate the conditions under which the implication

S semicomputable ⇒ S computable

holds in a computable topological space. In this study we examine the notion
of local computable enumerability and concentrate especially on sets which
have topological type of 1-polyhedron.

References

[1] Z. Iljazovi¢, L. Validºi¢, Computable neighbourhoods of points in semi-

computable manifolds, Annals of Pure and Applied Logic, 168(4):840�859,
2017.

23



[2] Z. Iljazovi¢, Compact manifolds with computable boundaries, Logical
Methods in Computer Science 9(4:19), pp. 1�22, 2013.

[3] V. Brattka, G. Presser, Computability on subsets of metric spaces, The-
oretical Computer Science 305, pp. 43�76, 2003.

[4] T. Kihara, Incomputability of Simply Connected Planar Continua, Com-
putability 1(2), pp. 131�152, 2012.

[5] J.S. Miller, E�ectiveness for Embedded Spheres and Balls, Electronic
Notes in Theoretical Computer Science 66, pp. 127�138, 2002.

[6] M. Pour-El, I. Richards, Computability in Analysis and Physics, Springer-
Verlag, Berlin-Heielberg-New York, 1989.

[7] E. Specker, Der Satz vom Maximum in der rekursiven Analysis, Con-
structivity in Mathematics (A. Heyting, ed.), North Holland Publ.
Comp., Amsterdam, pp. 254�265, 1959.

[8] K. Weihrauch, Computable Analysis, Springer, Berlin, 2000.

24



Dense Time Multiset Rewriting Model in the

Veri�cation of Time-Sensitive Distributed Systems

Max Kanovich1,5, Tajana Ban Kirigin2, Vivek Nigam3, Andre

Scedrov4,5 and Carolyn Talcott6

1University College London, UK
2University of Rijeka, HR

3Federal University of Paraíba, Brazil
4University of Pennsylvania, USA

5National Research University Higher School of Economics, Russian

Federation
6SRI International, USA

Keywords:

Multiset Rewriting, Distributed Systems, Computational Complexity, Maude,
Real Time

We propose a Multiset Rewriting language with explicit dense (real) time
for specifying and analysing Time-Sensitive Distributed Systems (TSDS).
Discrete time models for the veri�cation of TSDSes were introduced in [2].
Due to the foundational di�erences between models with discrete and models
with real time [1], in the formal analysis of properties, such as security prop-
erties of Cyber-Physical Systems, some phenomena can only be captured by
real time models.

In order to specify dense time, we follow [1] in formalizing dense time
in the multiset rewriting framework. We investigate real time TSDSes and
their relevant properties and introduce adequate notions of time sampling
and compliant traces.

Properties of TSDSes are often speci�ed using explicit time constraints
which must be satis�ed by the system perpetually. For example, drones car-
rying out the surveillance of some area must always have recent pictures Pos-
sible environment interference (e.g., winds) are taken into account, e.g., au-
tonomous drones achieve goals under possible interference of winds. Hence,
we consider in�nite traces over dense time domains in which goals are per-
petually satis�ed and which have some good properties with relation to time.
Namely, we are interested in in�nite traces which represent in�nite periods
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of time where only a �nite number of actions can be applied in any bounded
time interval.

One of the main challenges in the transition from discrete to dense time
models of TSDSes is the additional non-determinism in the dense time model
provided by the choice of a positive real value ε in time advancement rule,
Time@T → Time@(T + ε), which may lead to Zeno type phenomena.

We investigate properties of realizability (some trace is good) and sur-

vivability (where, in addition, all admissible traces are good) in models with
dense time. We prove that for the class of progressive timed systems (PTS)
both the realizability and the survivability problems have the same complex-
ity as in the discrete time model case, both for in�nite time versions as well
as for the bounded time versions of the problems.
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Telephony Denial of Service (TDoS) attacks target telephony services,
such as Voice over IP (VoIP), not allowing legitimate users to make calls.
There are few defenses that attempt to mitigate TDoS attacks, most of
them using IP �ltering, with limited applicability. In our previous work, we
proposed to use selective strategies for mitigating HTTP Application-Layer
DDoS Attacks demonstrating their e�ectiveness in mitigating di�erent types
of attacks. Developing such types of defenses is challenging as there are
many design options, e.g., which dropping functions and selection algorithms
to use. Our �rst contribution is to demonstrate both experimentally and by
using formal veri�cation that selective strategies are suitable for mitigating
TDoS attacks. We used our formal model to help decide which selective
strategies to use with much less e�ort than carrying out experiments. Our
second contribution is a detailed comparison of the results obtained from our
formal models and the results obtained by carrying out experiments. We
demonstrate that formal methods is a powerful tool for specifying defenses
for mitigating Distributed Denial of Service attacks allowing to increase our
con�dence on the proposed defense before actual implementation.
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The usual way to prove decidability of a modal logic with relational
(Kripke-style) semantics is to prove it has the �nite model property. Inter-
pretability logics are usually interpreted on classes of Veltman models, or
generalized Veltman models, which are both extensions of Kripke models.

We will describe an approach to proving the �nite model property by
de�ning a certain �ltration of generalized Veltman models. We use this
approach to prove decidability of the logic ILM0 and ILW*.

We also study computational complexity of logics based on Veltman mod-
els. We prove that the logic IL is in PSPACE; and since it was already known
to be PSPACE-hard, we conclude that it is PSPACE-complete. We will com-
ment on complexity of some other interpretability logics with �nite model
property.
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While model checking has often been considered as a practical alternative
to building formal proofs, we argue here that the theory of sequent calculus
proofs can be used to provide an appealing foundation for model checking.
Since the emphasis of model checking is on establishing the truth of a prop-
erty in a model, we rely on the proof theoretic notion of additive inference
rules, since such rules allow provability to directly describe truth conditions.
Unfortunately, the additive treatment of quantifiers requires inference rules
to have infinite sets of premises and the additive treatment of model de-
scriptions provides no natural notion of state exploration. By employing a
focused proof system, it is possible to construct large scale, synthetic rules
which qualify as additive although they are built using some multiplicative
inferences. These additive synthetic rules—essentially rules built from the
description of a model—allow a direct treatment of state exploration. This
proof theoretic framework provides a natural treatment of reachability and
non-reachability problems, as well as tabled deduction, bisimulation, and
winning strategies. [This work is joint with Quentin Heath.]
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The theory of constructive semigroups with apartness are a new ap-
proach to semigroup theory, and not a new class of semigroups. Of course,
our work is partly inspired by classical semigroup theory, but, on the other
hand, it is distinguished from it by two significiant aspects: first, we use
intuitionistic logic rather than classical, secondly, our work is based on the
notion of apartness (between elements, elements and sets). Here, the fo-
cus is on E. Bishop’s approach to constructive mathematics (BISH), [2].
Constructive algebra is (relatively) old discipline developed among others
by L. Kronecker, van der Waerden, A. Heyting, [6], [7]. Following [1], the
principal novelty in treating basic algebraic structures constructively is that
apartness becomes a fundamental notion, i.e. one axiomatizes rings, groups,
and fields with apartness.

Following [2], to define a set S we have to give a property that enables
us to construct members of S and to describe the equality between elements
of S. We will consider a set S as endowed with a prescribed equivalence
relation =, called the equality of S. Furthermore, we will be interested only
in properties P (x) which are extensional in the sense that for all x1, x2 ∈ S
with x1 = x2, P (x1) and P (x2) are equivalent. Let (S,=) be a nonempty
set (i.e. we can construct an element of S). By an apartness on S we
mean a binary relation # on S which satisfies the axioms of irreflexivity,
symmetry and cotransitivity: ¬(x#x); x# y ⇒ y#x; x# z ⇒ ∀y (x# y ∨
y# z). Then (S,=,#) is called a set with apartness. A tuple (S,=,#, ·)
is a semigroup with apartness with (S,=,#) as a set with apartness,
· an associative binary operation on S which is strongly extensional, i.e.
∀a,b,x,y∈S (a ·x# b ·y ⇒ (a# b ∨ x# y)). As it is shown in [3], apartness does
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not have to be tight. An important result from [4] is constructive version
of Cayley’s theorem for semigroups with apartness.

Theorem 0.1 Every semigroup with apartness se-embeds into the semi-
group of all strongly extensional self-maps on a set.

Presence of apartness implies appearence of different types of substruc-
tures connected to it. Some of these substructures, and, especially, their
role in foundations of the order theory for semigroup with apartness are the
main objectives of this paper. Some basic concepts of sets and semigroups
with apartness such as special subsets and special orders as well as some of
our basic results in connection with them will be given.

Let ./ be a relation between an element x ∈ S and a subset Y of S defined
by x ./ Y ⇔ ∀y∈Y (x#y). A subset Y of S has two natural complementary
subsets:

– the logical complement of Y : ¬Y = {x ∈ S : x /∈ Y };
– apartness complement of Y : ∼ Y = {x ∈ S : x ./ Y }.

The properties of # ensures that, in general, ∼ Y ⊆ ¬Y . A subset T of S is
– a detachable (d-subset) in S: ∀x∈S (x ∈ T ∨ x ∈ ¬T );
– an strongly extensional (an se-subset) of S: ∀x∈S (x ∈ T ∨ x ∈ ∼T ).

Proposition 0.1 Any se-subset T of S satisfies ∼ T = ¬T .

In what follows se-subsets will be one of the main objects of investigation.
A binary relation τ defined on semigroup with apartness S is
– consistent if τ ⊆ #;
– cotransitive if (x, z) ∈ τ ⇒ ∀y ((x, y) ∈ τ ∨ (y, z) ∈ τ);
– coquasiorder if it is consistent and cotransitive.

Proposition 0.2 Any coquasiorder τ on S is an se-subset of S × S.

Quotient structures are not part of BISH. Quotient structure does not
have, in general, a natural apartness relation. Like the machinery described
in [7] for groups and commutative rings with tight apartness, here the ma-
chinery of equivalences for a set with apartness is presented in ‘dual’ terms in
analogy with the relation apartness/equality. It turns out that coquasiorders
are the tool for introducing an apartness relation on a factor set.

A binary relation κ defined on semigroup with apartness S is
– coequivalence if it is symmetric coquasiorder;
– cocongruence if it is coequivalence that is cocompatible with multipli-

cation, i.e. that is ∀a,b,x,y∈S ((ax, by) ∈ κ ⇒ (a, b) ∈ κ ∨ (x, y) ∈ κ).
Now we can formulate one of the main results - Apartness Isomor-

phism Theorem for semigroups with apartness.

Theorem 0.2 Let f : S −→ T be an se-homomorphism between semigroups
with apartness. Then:
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(i) the relation coker f ≡ {(x, y) ∈ S × S : f(x)#f(y)} is a cocongruence
on S associated with ker f ;

(ii) (S/ ker f,=,#, ·) is a semigroup with apartness, where

a(ker f) = b(ker f) ⇔ (a, b) ∈ ker f ,

a(ker f) #b(ker f) ⇔ (a, b) ∈ coker f ,

a(ker f) b(ker f) = (ab)(ker f);

(iii) the mapping θ : S/ker f −→ T , defined by θ(x(ker f)) = f(x), is an
se-embedding such that f = θ ◦ π; and

(iv) if f is onto, then θ is an apartness isomorphism.

Although the presentation given above is based on material given in
[3], [4], it is, by no means an attempt to give a complete overview of our
existing results. Results of several years long investigation, presented in [3],
[4], present a semigroup facet of some relatively well established direction
of constructive mathematics. Important sourse of ideas and notions of our
work is [2]. An example of application(s) of these ideas can be found in [5].
The standard reference for constructive algebra is [6].
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Justification logic replaces the �-operator of modal logic by explicit jus-
tifications [2, 4]. That is justification logic features formulas of the form
t : A meaning A is believed for reason t; hence we can reason with and
about explicit justifications for an agent’s belief. The framework of justi-
fication logic has been used to formalize and study a variety of epistemic
situations [3, 5, 6, 7, 8].

However, traditional justification logic is based on classical logic, which
can lead to the following paradoxical situation. Consider a person A visiting
a foreign town, which she does not know well. In order to get to a certain
restaurant, she asks two persons B and C for the way. Person B says that A
can take path P to the restaurant whereas person C replies that P does not
lead to the restaurant and A should take another way. Person A now has a
reason s to believe P and a reason t to believe ¬P . We can formalize this in
justification logic by saying that both

s : P and t : ¬P (1)

hold. However, then there exists a justification r(s, t) such that

r(s, t) : (P ∧ ¬P )

holds. Now this implies (under certain natural assumptions) that for any
formula F , there is a justification u such that

u : F (2)

holds. That means for any formula F , person A has a reason to believe F ,
which, of course, is an undesirable consequence.
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It is the aim of this paper to introduce a justification logic, RJ, in which
situations of this kind cannot occur, in particular, that means a logic in which
(2) does not follow from (1). We achieve this by combining the relevant logic
R with the justification logic J4.

Relevant logics are non-classical logics that avoid the paradoxes of mate-
rial and strict implication and provide a more intuitive deductive inference.
The central systems of relevant logic, according to Anderson and Belnap [1],
are the system of relevant implication R, as well as the logic of entailment E.

Meyer [9] proposed the logic NR, which is the relevant logic R equipped
with an S4-style theory of necessity, in order to investigate whether the re-
sulting theory coincides with the theory of entailment provided by Anderson
and Belnap [1]. Adapting the semantics for the logic R [10], Routley and
Meyer provided a complete semantics for the logic NR [11].

Our logic RJ is similar to NR but instead of the �-operator, we use ex-
plicit justifications and since we deal with beliefs, we do not include the truth
principle t : A → A in the list of axioms.

Conjecture 1.[Soundness and Completeness] Let CS be any constant spec-
ification. For each formula A we have

RJCS ` A iff A is CS-valid.

There is a close relationship between NR and our logic of relevant jus-
tifications. Let RLP be the system RJ plus the axiom t : A → A based
on the total constant specification, i.e., every constant justifies every axiom
(including t : A → A). A realization is a mapping from modal formulas to
formulas of justification logic that replaces each � with some expression t :
(different occurrences of � may be replaced with different terms).

Conjecture 2.[Realization] There is a realization r such that for each
modal formula A

NR ` A implies RLP ` r(A).
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Lambek Calculus with Bracket Modalities and

Subexponentials

Andre Scedrov

1 Introduction

The Lambek calculus is a well-known logical formalism for modelling natural
language syntax. The calculus is a logical foundation of categorial grammar,
a linguistic paradigm of grammar as logic and parsing as deduction. Pen-
tus (2010) gave a polynomial-time algorithm for determining provability of
bounded depth formulas in the Lambek calculus with empty antecedents
allowed. Pentus' algorithm is based on tabularisation of proof nets.

The original calculus covered a substantial number of intricate natural
language phenomena. In order to address more subtle linguistic issues, the
Lambek calculus has been extended in various ways. For instance, an ex-
tension with bracket modalities introduced by Morrill (1992) and Moortgat
(1995) is suitable for the modeling of so-called islands. The syntax is more
involved than the syntax of a standard sequent calculus. Derivable objects
are sequents of the form Gamma �> A , where the antecedent Gamma is
a structure called meta-formula and the succedent A is a formula. Meta-
formulae are built from formulae (types) using two metasyntactic operators:
comma and brackets. In joint work with Max Kanovich, Stepan Kuznetsov,
and Glyn Morrill [1] we give an algorithm for provability in the Lambek
calculus with brackets allowing empty antecedents. Our algorithm runs in
polynomial time when both the formula depth and the bracket nesting depth
are bounded. The algorithm combines a Pentus-style tabularisation of proof
nets with an automata-theoretic treatment of bracketing.

Morrill and Valentin (2015) introduce a further extension with so-called
exponential modality, suitable for the modeling of medial and parasitic ex-
traction. Their extension is based on a non-standard contraction rule for the
exponential, which interacts with the bracket structure in an intricate way.
The standard contraction rule is not admissible in this calculus. In joint work
with Max Kanovich and Stepan Kuznetsov [2] we show that provability in
this calculus is undecidable and we investigate restricted decidable fragments
considered by Morrill and Valentin. We show that these fragments belong
to NP.
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What is logical consequence?
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Abstract

A singular logical consequence relation is a closure operator on a

set of sentences. A multiple logical consequence relation is not. We

argue that the multiple one is more natural.

We also discuss singular and multiple logical consequence relations

generated by rules of inferences and their characterization theorems.

We o�er an explanation of Tarski's "more general" de�nition of logical

consequence generated by rules of inferences.
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Introduction

We propose a process calculus for classical logic with explicit structural rules.
Rather than going though linear logic we use a standard classical logic for-
malized in the sequent calculus. In this ongoing research, we illustrate that
classical logic has potential to naturally serve as protocol for concurrent
process communication.

Being in the era of concurrent, distributed and parallel computing, we
are concerned with searching for a calculus for concurrency - which �ts nat-
urally the concurrent setting and which is rooted in logic, in the manner λ-
calculus is a foundation for functional programming. This paradigm is thus
the following: proofs are processes; propositions are session types; proof-
transformation (here cut-elimination) is communication.

As in the works of Wadler [1, 2] and Caires and Pfenning [3], we let
logic guide the design of the �right� process calculus (let us mention a more
recent work dealing with multiparty sessions [4]). The logic we consider
here is classical logic with explicit structural rules formalized in two-sided
sequent calculus (close to Gentzen's LK). This is a promising logical setting
for concurrency because it features symmetry, non-con�uence and control
over erasing and duplicating terms. Moreover, this research itself (process
communication being of spatial nature) provides new insight into the essence
of logic. Building upon the work by Bierman and Urban [5], we have previ-
ously explored classical computation with explicit structural rules at di�erent
levels of abstraction [6, 7], and similarly in the intuitionistic setting [8].
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P,Q ::= −x− | (νx)(P | Q) | x[y, z].(P | Q) | x(y, z).P

| xe[ ].P | xe( ).P | xd[y, z].P | xd(y, z).P

Figure 1: Syntax

(Ax)
−x− : · x : A ` x : A

P : · Γ ` x : A,∆ Q : · Γ′, x : A ` ∆′
(Cut)

(νx)(P | Q) : · Γ,Γ′ ` ∆,∆′

P : · Γ ` y : A,∆ Q : · Γ′ ` z : B,∆′
(∧R)

x[y, z].(P | Q) : · Γ,Γ′ ` x : A ∧B,∆,∆′

R : · Γ, y : A, z : B ` ∆
(∧L)

x(y, z).R : · Γ, x : A ∧B ` ∆

P : · Γ ` ∆
(WR)

xe[ ].P : · Γ ` x : A,∆

Q : · Γ ` ∆
(WL)

xe( ).Q : · Γ, x : A ` ∆

P : · Γ ` y : A, z : A,∆
(CR)

xd[y, z].P : · Γ ` x : A,∆

Q : · Γ, y : A, z : A ` ∆
(CL)

xd(y, z).Q : · Γ, x : A ` ∆

Figure 2: The type system

Classical logic as process calculus

We will see that this setting has a particular �avor comparing to what is
seen before. We have explicit weakening which introduces a tool (call it
channel-eraser) that a process can, under certain assumptions, use to erase
other processes. However, this will happen only when another process tries
to establish a communication over that channel-eraser.

Also we have explicit contraction which implements a tool (channel-
duplicator) that a process can use (provided that it has one) for duplication
of processes that try to communicate over that channel.

We present a blueprint on how all this works through providing syntax,
type assignment rules and several reduction rules.

Elements of the syntax are given in Fig. 1. They are assigned types as
presented in Fig 2, thus setting up to have classical propositions as session
types, i.e., a protocol for process communication.

We have the reduction rules of type β (logical reduction rules) and of
type σ (structural reduction rules). Few of the reduction rules are given in
Fig. 3. We assume that free names in Q are u and v, and that free names of
P are r, s. Computation preserves free names and types.
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(σWR
) : (νx)(xe[ ].P | x(w).Q) → ue[ ].ve[ ].P

(σWL
) : (νx)(x[w].P | xe( ).Q) → re( ).se( ).Q

(σCR
) : (νx)(xd[y, z].P | x(w).Q) → ud[u1, u2].vd[v1, v2].(νz)((νy)(P | Q{y/w}) | Q{z/w})

(σCL
) : (νx)(x[w].P | xd(y, z).Q) → rd(r1, r2).sd(s1, s2).(νz)((νy)(Q | P{y/w}) | P{z/w})

Figure 3: Partial reduction rules for process calculus
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