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We examined a constraint language and constraint-based type systems [1]
which provide a convenient type inference algorithm for programming languages
from the ML functional language family. Type systems with constraints are
generalization of Damas-Milner type system [2]. HM(X) [3] represents a family
of constraint-based type systems parametrized with respect to the syntax and
interpretation of constraints. HM(X) have a generic type inference algorithm.
The parameter X stands for constraints syntax, constraints interpretation and
instance relation. HM(X) represents an useful framework for experimentation
with constraints systems since it provides high-level proofs of soundness and
completeness of the type inference. The language of constraints is a logic -
it has syntax and interpretation in a model. Constraints as an intermediate
representation give rise to a modular representation of well-known type inference
algorithm [4].

We adapt the algorithm to develop monadic Haskell implementation of mod-
ular type inference algorithm for ML language utlizing the constraint language.
We define a core of ML language as a base language. We adapt the constraint
language to be suitable for a Haskell representation. In our representation the
algorithm consists of three phases: generation, transformation and solving con-
straints. In the constraint generation phase a ML expression is translated to
constraint set. The constraints and types are defined mutually. This phase
implements an optimization - avoiding multiple solving of the same constraint
set (which can be caused by let expression). In the constraint solving phase the
algorithm for first-order unification is implemented.

The main idea is that compiler should only produce a set of constraints and
invoke an independent solver. This approach enables easier addition of new
constructs to the language in terms of type inference. The strengths of this
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representation are readability and extensibility of the algorithm.
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Abstract: A self-interpreter is a program which evaluates source code for
a language, implemented in the same language. Self-interpreters exist in frag-
ments of λ-calculus that have fixed point operators, and in fact one can construct
a fixed point operator from a self-interpreter, provided that the type of source
code is fixed. Thus, if one wants a self-interpreter in a total language (which
of course does not have fixed point operators), the definition of self-interpreter
must be weakened. Matt Brown and Jens Palsberg [1] provided one, but theirs
seems too relaxed, as we can build self-interpreters even in Gdel’s System T, but
on the other hand cannot perform certain natural operations on source code.
We shall discuss whether there is a more satisfactory notion of self-interpreters
for a total λ-calculus. We show how the self-interpreters are related to Löb’s
theorem in provability logic, and to modal operators.

Acknowledgment: This material is based upon work supported by the Air
Force Office of Scientific Research under award number FA9550-17-1-0326.
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Two areas from the beginning of the XX century, the proof theory on one
side (see [8]), and the probability logic on the other one (see [7], [9], [10], [11],
[12], [13], [14], [15]), makes it possible to introduce a probabilized system of
natural deductions with high probabilities, denoted byNKprob(ε). Namely,
inspired by Suppes' treatment of propositions with high probabilities (see [3],
[5], [14], [15]), we propose a natural deduction system where the formulas
are of the form An with the intended meaning that 'the probability of the
formula A is greater than or equal to 1 − nε', for a given small real ε > 0
and any natural number n .

The systemNKprob(ε) is a modi�cation of Gentzen's natural deduction
system for classical propositional logic NK, and besides inference rules for
introducing and eliminating every propositional connective in the scope of
probability operator, we also have some speci�c rules regarding probabilities
exclusively (see [1]�[6]). Let ε be any small positive real, n and m natural
numbers, and A, B and C propositional formulae. For instance, the rules for
introducing and eliminating the conjunction and implication are respectively
as follows:

An Bm

(A ∧B)n+m

An (A ∧B)m

Bm

An Bm

(A→ B)m
An (A→ B)m

Bn+m

Also, we would point out the hypothetical syllogism rule:

(A→ B)n (B → C)m

(A→ C)n+m
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To justify these rules, we use additivity, which is one of the models charac-
teristics obviously. Models are based on Carnap�Popper�Leblanc probability
functions (see [7], [10], [13]).

Lets note that we obtain an extremely elegant system enabling one to
work with propositions with high probabilities (see [5]), i.e. to conclude An,
from hypothesis of the the same form. One of the challenges is to de�ne
the notion of consistent theory in NKprob(ε), bearing in mind that there
are more than two truth values, and the proposition Ak, for every k ≥ 1

ε , is
always valid. After de�ning this notion, we believe that the soundness and
completeness theorem can be proved.
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An important application of modal logic in computer science is the theo-
retical foundation of description logic, which was born out of need to represent
knowledge; the initial development of artificial intelligence depended on what we
knew about the functioning of the human brain and the development of cogni-
tion and reasoning. Knowledge representation gave rise to two important uses:
automated reasoning by using logical formalisms, and the construction of basic
building blocks that are reusable in representing similar knowledge. Description
logic falls into the first category.

Even though it was used before to model various databases, a large ap-
plication domain for description logic was uncovered in the early 21st century
through the Semantic web movement, whose principal idea was to make the
Internet (i.e. its part called the World Wide Web) more structured and there-
fore more machine-readable. One of the basic languages used for this purpose,
OWL (Web Ontology Language), is actually a fragment of description logic of
the family SH, where different versions correspond to technically different log-
ics (OWL DL corresponds to SHOIN (D), OWL Lite corresponds to SHIF (D),

and OWL 2 from 2009 corresponds to SROIQ(D)); this was officially recognized
by the W3C (World Wide Web Consortium). In parallel, the language DL-Lite
was developed [1] in an attempt to bring description logic closer to potential
applications.

A modern trend in teaching ontologies of description logics is the use of the
language Xpath (XML Path Language), which is a natural fit for this purpose
due to its intended idea of supporting the forming and answering of queries over
a concrete graph, the DOM tree (Document Object Model), for describing the
structure of documents on the Web. This idea was developed in [2].
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The important questions of the complexity of a logic, such as the complexity
of deciding whether a formula is valid or satisfiable, or the validity of a logical
inference, are typically formulated in terms of description logics as the com-
plexity of answering queries. Ontologies, i.e. formalized databases in descriptive
logic, are naturally represented by graphs; concepts, i.e. formalized classes of
objects correspond to vertices in this context, and roles, i.e. formalized rela-
tionships between objects, correspond to edges. Queries can be expressed over
concepts or over roles, and as such they correspond to two classes of formulas
in the corresponding descriptive logic. In graphs they correspond to searching
for vertices or paths with certain properties.

To better connect the complexity of responding to queries and the decision of
validity or satisfiability, it is prudent to classify what we know about the world
into two disjoint parts. In the first part, traditionally called ABox, there are
facts, atomic formulas with no variables which are used to state that particular
individuals are contained in concepts, or that particular pairs of individuals are
contained in roles. In the second, traditionally named TBox, there are axioms:
universally quantified sentences with no constants, which state general laws that
are true in the world. For example, “Every employee is a person” is part of the
TBox, and “Marko is an employee” is part of the ABox.

Why does this classification matter? Because axioms have a higher degree or
persistence (“expiration date”) than facts, and especially higher than queries.
In other words, it is conceivable that while working with a knowledge base we
observe various queries and change (update) the facts, while the axioms stay the
same. We call the complexity of responses to queries under the assumption of
a constant TBox data complexity, while we call the complexity of responses to
queries where the query, the ABox and the TBox are parameters combined com-
plexity. Although data complexity is much more relevant in practice, combined
complexity is more amenable to theoretical considerations because it better fits
the complexity of the logic itself by not separating the facts from the axioms as
much.

An important and long known connection of modal and description logic
bridges the multimodal system K (basic Kripke system with multiple modal
operators) and the basic description logic ALC (Attributive concept Language
with Complements). By adding queries over paths in graphs expressed by reg-
ular expressions, we get the logic ALCreg, which corresponds to modal propo-
sitional dynamic logic (PDL); concepts correspond to propositional variables,
and roles to programs. Even this connection is fairly well explored as far as
the basic logic is concerned, but PDL has a wide variety of extensions, and it
is not always clear which description logics they correspond to. As a matter
of fact, currently the “taxonomy” of description logics is better developed than
of modal logics, and we often do not have as precise complexity results as we
might want, i.e. as we might surmise based on what we know.

One example, which we intend to present, is the logic CPDL(¬), in which
it is possible (apart from the usual operators from propositional dynamic logic,
like negation, conjunction and disjunction of concepts, and tests, unions, com-
positions and iterations of programs) to consider the converses of programs (in-
terpreted as inverses of binary relations) and the negations of atomic programs.
We know [3] that PDL(¬) (i.e. PDL with negations of atomic programs, but
with no converses) is EXPTIME-complete, and we believe that an analogous
result can be proved for CPDL(¬).
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Of course, EXPTIME is a highly impractical class for computing over large
instances of a problem, but it is of some use. First of all, as we already men-
tioned, data complexity is far more important in practice as well as often far
smaller than combined complexity, and similar proof techniques could be used to
prove that the corresponding data complexity is coNP-complete. Second, in such
complicated logics, decidability itself, i.e. the existence of an algorithm of any
complexity, is an important signal that guides the search for potential applica-
tions. Concretely, allowing unrestricted negation (i.e. that of programs obtained
via regular expressions from atomic programs) instead of just the negation of
atomic programs renders the problem, even without converses and already with
respect to data complexity, undecidable.
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This abstract is based on the papers [8] (co-authored with Kang Feng Ng
and Quanlong Wang) and [7] (co-authored with Giovanni de Felice and Kang
Feng Ng).

Categorical quantum mechanics studies finite-dimensional quantum theory,
in particular the structures relevant to quantum computing, as an abstract
process theory whose model is a dagger compact closed category [4]. Since its
inception, it has used the corresponding string-diagrammatic language both as
a calculational tool, and as a heuristic for determining algebraic structures that
fit naturally in the framework.

In [3], Coecke and Duncan proposed an axiomatisation of complementary
quantum observables in terms of a pair of interacting special Frobenius algebras.
These structures, with some additions, seemed to capture enough interesting as-
pects of pure-state quantum theory, such as non-locality, that the question arose
whether they could be the basis of a complete equational axiomatisation of the
relevant monoidal categories. The resulting partial diagrammatic axiomatisa-
tions have been called ZX calculi.

Compared to matrix calculus, which has been compared to “programming
with bit strings”, string diagrams are a higher-level language, allowing one to
focus on the connections between gates and on the flow of information. Com-
plete axiomatisations of fragments of quantum theory could provide quantum
programmers with the possibility of understanding the behaviour of a circuit
entirely within this language, without resorting to linear algebra.

Most attention has been devoted to qubit computing, and a ZX calculus
complete for the stabiliser fragment, and one complete for single-qubit processes
in the approximately universal Clifford+T fragment have been presented by
Backens [1]. Completeness for the whole of pure-state qubit theory has remained
an open problem for a long time.

Observing that the components of the ZX calculi seemed ill-suited to the
analysis of finer properties of entangled qubit states, Coecke and Kissinger pro-
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posed a variant where one Frobenius algebra is replaced with a different one,
satisfying an “anti-specialness” equation. In [5], I extended this theory into a
calculus modelled on ZX calculi, keeping some of their most convenient proper-
ties, such as the ability to handle diagrams as undirected labelled multigraphs:
the ZW calculus. The original ZW calculus was a complete axiomatisation of the
monoidal category of free abelian groups on 2n generators (“qubits with integer
coefficients”). In [9], Jeandel, Perdrix, and Vilmart used a non-trivial transla-
tion of this ZW calculus into a ZX calculus to obtain a complete axiomatisation
of the approximately universal Clifford+T fragment.

In my thesis [6, Chapter 5], I extended the ZW calculus to obtain the first
complete equational axiomatisation of the monoidal category of qubits and lin-
ear maps, with the tensor product as monoidal product. In practice, this means
that the equality of the interpretation of any two circuits as linear maps of
qubits can be decided by rewriting string diagrams.

The proof of completeness was achieved by the introduction of a normal
form for diagrams, and a strategy which rewrites any diagram into the normal
form. Soon afterwards, Wang and Ng derived from it a universal completion of
the ZX calculus [8], which is directly inter-translatable with the ZW calculus,
thus bringing both calculi to their intended limit.

Since its early versions, the ZX calculus has had the advantage of includ-
ing familiar gates from the circuit model of quantum computing, such as the
Hadamard gate and the CNOT gate, either as basic components of the language,
or as simple composite diagrams. This facilitates the transition between for-
malisms and the application to known algorithms and protocols, and is related
to the presence of a simple, well-behaved “core” of the ZX calculus, modelling
the interaction of two complementary observables. Access to complementary
observables is fundamental in quantum computing schemes such as the one-way
quantum computer.

The ZW calculus only includes one special commutative Frobenius algebra
as a basic component. On the other hand, it has a fundamentally different
“core”, which is obtained by removing a single component that does not inter-
act as naturally with the rest. This core has the property of only representing
maps that have a definite parity with respect to the computational basis: the
subspaces spanned by basis states with an even or odd number of 1s are ei-
ther preserved, or interchanged by a map. This happens to be compatible with
an interpretation of the basis states of a single qubit as the empty and occu-
pied states of a local fermionic mode, the unit of information of the fermionic
quantum computing (FQC) model [2].

Fermionic quantum computing is computationally equivalent to qubit com-
puting. The connection with the ZW calculus suggested that an independent
fermionic version of the calculus could be developed, combining the best of
both worlds with respect to FQC rather than qubit computing: the superior
structural properties of the ZW calculus, including an intuitive normalisation
procedure for diagrams, together with the superior hands-on features of the ZX
calculus.

In [7], De Felice, Ng and I presented such an axiomatisation: the fermionic
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ZW calculus. This is an equational axiomatisation the monoidal category LFM
of local fermionic modes and maps that either preserve or reverse the parity of
a state, with the tensor product of Z2-graded Hilbert spaces as the monoidal
product.

We described a number of physical gates from which one may build fermionic
quantum circuits, and showed that all have simple representations in our lan-
guage: the beam splitter, the phase gates, the fermionic swap gate, and the
empty and occupied state preparations. As a first practical example, we showed
how to calculate in the diagrammatic language the statistics of a simple circuit,
the fermionic Mach-Zehnder interferometer.
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Computable type and semicomputable

boundary condition

Zvonko Iljazović and Bojan Pažek

We examine conditions under which a semicomputable set in a computable
metric space is computable. We know that topology plays an important role
in the description of such conditions. Some topological properties can force a
semicomputable set to be computable or at least to have computable points.
For example, if S is a semicomputable compact manifold with boundary such
that ∂S is a semicomputable set, then S needs to be computable [4].

It is also know that a semicomputable continuum chainable from a to b,
where a and b are computable points, must be computable [2, 5]. So the question
under what conditions implication

∂S semicomputable =⇒ S computable (1)

holds makes sense not just when S is a manifold (with boundary). Even when S
is not a manifold, we can naturally consider certain subset of S as its boundary
and ask whether (1) holds.

The following definition naturally arises. Let ∆ and Σ be some topological
spaces such that Σ is a subspace of ∆. We say that the topological pair (∆,Σ)
has computable type if for every computable metric space (X, d, α) and every
embedding f : ∆ → X such that f(∆) and f(Σ) are semicomputable sets in
(X, d, α) we have that f(∆) is a computable set in (X, d, α).

So, if M is a compact manifold with boundary, then (M,∂M) has com-
putable type; if K is a continuum chainable from a to b, then (K, {a, b}) has
computable type.

It was proved recently in [6] that (D,W ) has computable type, where D is
the Warsaw disc and W is the Warsaw circle. The Warsaw circle W is defined
by

W = ({0} × [−2, 1])∪{(x, sin 1

x
) | 0 < x ≤ 1}∪({1} × [−2, sin 1])∪([0, 1]× {−2}) ,

see Figure 1. The Warsaw disc (see [8]) is the area of the plane bounded by the
Warsaw circle (together with the Warsaw circle), see Figure 2.
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Figure 1. Figure 2.

Note that the Warsaw circle is not a manifold. Also, the Warsaw disc is not a
manifold. However, these spaces “look like” a circle and a 2-cell respectively.
The same can be said for spaces shown in Figures 3 and 4. It is naturally to
ask the following question: does (∆,Σ) have computable type if Σ is the space
shown in Figure 3 (the double Warsaw circle) and ∆ is the space bounded by
Σ? The same question can be asked for the spaces shown in Figure 4.

Figure 3. Figure 4.

As an answer to these questions, we have Theorem 1. First, we need the
following notation.

Let I := [0, 1] and I2 := I × I. We set

S1 := {0} × I, S2 := I × {0}, S3 := {1} × I, S4 := I × {1},

S = S1 ∪ S2 ∪ S3 ∪ S4 and I̊2 := I2 \ S.
If (X, d) is a metric space, A ⊆ X and ε > 0, let Nε(A) denote the open ε-
neighbourhood of A in (X, d). Let dH denote the Hausdorff metric (on the set
of all nonempty compact sets in (X, d)).

Theorem 1. Suppose that ∆ and Σ are compact subsets of R2 such that Σ ⊆ ∆
and such that the following holds:

(i) there exist compact sets Σ1, Σ2, Σ3 and Σ4 such that

Σ = Σ1 ∪ Σ2 ∪ Σ3 ∪ Σ4, Σ1 ∩ Σ3 = ∅ and Σ2 ∩ Σ4 = ∅;
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(ii) for every ε > 0 there exists embedding f : I2 → R2 such that

f(I2) ⊆ ∆, Σ ∩ f(I̊2) = ∅,
∆ \ f(I2) ⊆ Nε(f(S)) and dH(f(Si),Σi) < ε, ∀ i ∈ {1, 2, 3, 4}.

Then the topological pair (∆,Σ) has computable type.

References

[1] Brattka, V., Presser, G.: Computability on subsets of metric spaces, Theo-
retical Computer Science, 305:43–76, 2003.
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The history of automated reasoning in geometry begins almost with very
first, pioneering days of computers. It is so because of paradigmatic geometrical
reasoning and because of omnipresence of geometry. Geometric reasoning is
crucial in education, but also has many applications in industry (e.g., in CAD
system, in GIS systems, in robotics, etc). Methods and ideas from automated
reasoning in geometry have made significant impact on all subareas of automated
reasoning, but also on the whole of artificial intelligence.

Automated reasoning in geometry typically deals with automated or inter-
active theorem proving. In the former, computers aim to prove theorems com-
pletely automatically, while in the latter, the role of the system is to act as a
proof assistant that verifies the reasoning steps of the user, guides the proving
process, and provides some limited automation. These two branches are often
connected through methods that can produce geometric proofs automatically,
where either the proofs or the methods themselves are fully-verified. There are
other subareas of automated reasoning in geometry, such as geometry constraint
solving (including construction problems with ruler and compass).

In this talk, an overview of most significant methods and results of auto-
mated reasoning in geometry will be given. Methods for automated theorem
proving in geometry, including the area method, the full angle method, the de-
ductive database method, Wu’s method, Buchberger’s method, will be briefly
presented. Also, most significant formalisations of geometry within proof assis-
tants will be discussed. The talk will be partly based on a recently published
book chapter [1].

Also, a brief overview of author’s results in the area of automated reasoning
in geometry will be given.
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Probabilistic computation has proved to be useful in many application areas,
some examples are: natural language processing, robotics, computer vision and
machine learning. It is a new paradigm that deals computationally with prob-
abilistic models by allowing probabilistic choice as primitive, when designing
algorithms.

We consider a pure lambda calculus extended with a probabilistic choice
operator, called probabilistic lambda calculus (Λ⊕). Let
X = {x, y, z, . . . , x1, y1, z1, . . . } be a denumerable set of variables. The set of
terms (Λ⊕-terms) is generated by the following grammar:

M,N ::= x | λx.M |MN |M ⊕N.

The probabilistic choice operator M ⊕N is a term which can behave as either
M or N, each with probability 1

2 . The call-by-name evaluation is considered.
Using probabilistic operational semantics ([3]) and notion of applicative

bisimilarity ([1]), context equivalence ('⊕) and probabilistic applicative bisimu-
lation (∼) are defined in [2]. Moreover, it is shown that probabilistic applicative
bisimulation is a congruence, hence included in context equivalence. However,
these two relations do not coincide.

Furthermore, in order to overcome the problem, a coupled logical bisimula-
tion is defined and it is proved that it does coincide with context equivalence in
the probabilistic lambda calculus.

On the other hand, a language for testing concurrent processes and prob-
abilistic bisimulation for processes, represented using a probabilistic transition
system, were studied in [4]. Our goal is designing a testing semantics, which
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correspond to the context equivalence. We will introduce some basic notions,
necessary to describe the main idea.

Definition 1 A probabilistic transition system is a tuple P = (Pr,Act, Can, µ),
where Pr is a set of processes, Act is a set of (observable) actions, Can is an
Act-indexed family of sets of processes, with Cana we denote set of all processes
that can perform an action a, and µ is a family of probability distributions
µp,a : Pr → [0, 1].

The test language is defined in the following way.

Definition 2 The testing language T has the syntax

t ::= ω | a.t | (t1, . . . , tn)

where ω is a symbol for termination and a ∈ Act.
For each test, the set of observations, representing a description of experi-

ences at the end of the execution, is defined.

Definition 3 A test t induces the following observation set Ot:

Oω = {1ω},
Oa.t = {0ω} ∪ {1a : e | e ∈ Ot},
Ot1,...,tn = Ot1 × · · · ×Otn .

The execution of a given test on a particular process p results in some subset
of Ot. Since in probabilistic transition system processes are modelled probabilis-
tically, the possible resulting observations will occur with different probabilities.
This is described by the probability distribution Pt,p.

Definition 4 Let t be a test and p a process. Then, Pt,p : Ot → [0, 1] is the
probability distribution defined structurally on t as follows:

1. Pw,p = 1

2. Pa.t,p(Oa) =

{
1 if p can not perform the action a

0 otherwise

Pa.t,p(1a : e) =

{
0 if p can not perform the action a∑

p′ µp,a(p′) · Pt,p′(e) otherwise

3. P(t1,...,tn),p((e1, . . . , en)) =
∏

i Pti,p(ei).

Probabilistic bisimulation (≡) is defined as an equivalence relation on pro-
cesses, such that whenever two processes are in a relation, then for all actions
a and all equivalence classes S ∈ Pr/ ≡, it holds∑

p′∈S µp,a(p′) =
∑

q′∈S µq,a(q′). Two processes are probabilistically bisimilar
p ≡p q if the pair (p, q) is contained in some probabilistic bisimulation.

The main result presented in [4] is the fact that the limit as to the distin-
guishing power is captured by notion of probabilistic bisimilarity.
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Theorem 1 Let P = (Pr,Act, Can, µ) be a probabilistic transition system sat-
isfying the minimal deviation assumption. Then p ≡p q just in case
Pt,p(e) = Pt,q(e), for all test t and observations e ∈ Ot.

Using the connection between probabilistic lambda calculus and probabilis-
tic transition system, described in [2], it is possible to define a notion of test
which will distinguish two non-bisimilar terms. Since probabilistic bisimulation
and context equivalence do not coincide, it can happen that two terms are dis-
tinguished by a test, but context equivalent. As the example, one can look at
the terms M = λx.λy.(x ⊕ y) and N = (λx.λy.x) ⊕ (λx.λy.y). Our goal is to
define a notion of test which will distinguish terms that are not context (observ-
able) equivalent and whose execution on context equivalent terms, will assign
the same probability to each evidence.
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Proximity based access control systems, such as systems using smart-cards
or smart keys, use cryptographic protocols to ensure their security require-
ments. However, ensuring authentication alone may not meet the security goals.
Namely, proximity based access is well-known to be vulnerable to relay attacks,
also known as Mafia fraud. Distance-bounding (DB) protocols were proposed
to prevent such relay attacks on proximity-based access control systems. Be-
sides authentication DB protocols aim to ensure physical proximity between
the parties involved, namely between the verifier, controling the access to some
resource, and the prover, requesting access.

In a DB protocol, the verifier computes an upper bound on the distance to
the prover. This is done by measuring the time needed for a signal to travel
to the prover and back, relying on the assumptions on the maximum signal’s
velocity. DB protocols are, however, vulnerable to distance fraud, in which a
dishonest prover is able to manipulate the distance estimation computed by the
verifier in order to make himself appear closer than he actually is. Distance
fraud attacks are timing attacks which are particularly significant as they may
appear without collusion with external entities.

Despite their conceptual simplicity, formal analysis of DB protocols is chal-
lenging, involving many subtleties. Devising a formal characterization of DB
protocols and distance fraud attacks that is amenable to automated formal
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analysis is non-trivial, primarily because of their real-time and probabilistic
nature.

In this work, we present a framework, based on rewriting logic, for formal
analysis of different forms of distance-fraud, including recently identified timing
attacks. We introduce a generic, real-time and probabilistic model of DB pro-
tocols and use it to (mechanically) establish false-acceptance and false-rejection
probabilities through statistical model checking with Maude and PVeStA. In
the analysis we consider various settings and attacker models.

Using this framework, we firstly accurately confirm known results. We then
define and quantitatively evaluate new guessing-ahead attack strategies that
would otherwise be difficult to analyze manually.
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In [1], S.Abramsky discusses reversible computation in a game-theoretic set-
ting using partial involutions, i.e. functions such that f(u) = v ⇔ f(v) = u.
The construction is a special case of a general categorical paradigm [3, 4], which
amounts to defining a combinatory algebra starting from a Geometry of Inter-
action (GoI) Situation in a traced symmetric monoidal category. Involutions
amount to history-free strategies and apply according to GoI symmetric feed-
back/Girard’s Execution Formula.

We highlight a duality between the GoI interpretation of a λ-term as an
involution and its principal type w.r.t. an intersection types discipline for a
refinement of λ-calculus inspired by Linear Logic, the λ!-calculus.
The grammar of types is: µ ::= α | µ→ µ | !µ | ¡µ | µ ∧ µ.
The grammar of λ!-terms is: M ::= x | MN | λx.M | λ!x.M | !M , where λ-
abstractions can be taken only if x occurs at most once and is not in the scope
of a !. Reduction rules are extended with a !-pattern β-reduction.

We define inductively the judgements: “M : σ”, “the term M has principal
type scheme σ”, and “T (α, σ) = u ↔ v”, “the type-variable α in the principal
type σ generates the component u↔ v of an involution”. We have:

Theorem. Given M,N ∈ Λ! such that M : σ1 → σ2,  N : τ ,

· fN = {u↔ v | ∃α ∈ τ. T (α, τ) = u↔ v}
· fM•GoI fN = {u↔ v | S = MGU(σ1, τ) ∧

∃α ∈ S(σ2).(T (α, S(σ2)) = u↔ v)} ,
where fN denotes the interpretation of N in GoI, •GoI denotes application in
GoI, and MGU denotes the “most general unifier”.
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The above theorem unveils three conceptually independent, but ultimately
equivalent, accounts of application in the λ-calculus: β-reduction, GoI applica-
tion of involutions, and unification of principal types. Furthermore, we prove
that involutions are denotations of combinators iff they generate the principal
type of a λ-term, thus answering an open question raised in [1].

The present work extends [2], where the purely affine fragment of the GoI
combinatory algebra of involutions and purely affine λ-calculus have been in-
vestigated.
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Internet of Things (IoT) paradigm can be defined as [1]: ”The pervasive
presence around us of a variety of things or objects which, through unique
addressing schemes, are able to interact with each other and cooperate with
their neighbors to reach common goals.” In this framework the smart objects,
which are connected by an Internet-like structure, are able to communicate
and exchange information and to enable new forms of interaction among things
and people [5]. The core of every IoT system consists of its discovery and
control service. Usually, the objects, which participate in an IoT system have
limited computing power, memory, and power supply. It is common that various
heterogeneous devices participate in the same IoT system. Ordinarily, these
devices are highly distributed, therefore they participate in a distributed Peer-
to-Peer (P2P) system.

In a homogeneous decentralized P2P system [14], many nodes (peers) run
the same application, and share the same properties in terms of computation
and storage capacities and network connectivity. Nodes can join or leave the
system at any time. In such framework, processes are dynamically distributed
to peers, with no centralized control. Thus, P2P systems are highly scalable, as
they have no inherent bottlenecks. Also, such systems are resilient to failures,
attacks, etc., since there is no single node or a group of nodes that implement
a critical functionality, which would render the system unusable, if disrupted.
The main applications of P2P systems include file sharing, redundant storage,
and real-time media streaming.

P2P systems are frequently implemented in a form of overlay networks [18], a
structure, which is completely independent from the underlying network, which
is actually connecting devices. An overlay network organizes system resources
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in a logical topology. Some of the overlay networks are realized in the form
of Distributed Hash Tables (DHTs), which provide a lookup service similar to
a hash table; 〈key, value〉 pairs are stored in a DHT, and any participating
node can efficiently retrieve the value associated with a given key. Note that
key is not used as a cryptographic notion, but (following the common practice
in DHT-related papers) to represent identifiers of objects. The functionality
of maintaining the mapping from keys to values is implemented by peers in a
distributed manner, in such a way that any change in the set of participants
causes a minimal amount of disruption. The Chord protocol [15, 16, 17] is one
of the first, the simplest and the most popular DHTs implemenattion. The
paper [15] which introduces Chord protocol was awarded the SIGCOMM 2011
Test-of-Time Award.

Because of the simplicity and popularity of the Chord protocol, it was used
for the realization of the discovery and/or control service of IoT systems de-
scribed in [4, 5, 6, 13, 19].

We are aware of only a few attempts to formally verify behavior of DHTs
and particularly Chord [2, 3, 8, 9, 20].

In [7] a joint frame for reasoning about knowledge and linear time is pre-
sented, and the proof of weak completeness for a logic which combines expres-
sions about knowledge with linear time is provided. We will adapt this frame-
work using the known technics presented in [10, 11, 12], introduce the notion of
regular runs and prove the correctness of the maintenance of the ring topology
of the Chord protocol with the respect of it.
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A compiler is a computer program by which a high-level programming lan-
guage is converted into low-level programming language that can be acted upon
by a computer. Hence, in order to design a compiler, you need to be famil-
iar with the high-level programming language you want to translate, but also
you must have a great understanding of some low-level language, your target
language.

The main goal of each course of learning compiler construction is to teach
the students to understand all phases of the compiler design. At most Compiler
courses lectured at different universities [1], [2], [3], [4], [5], the students design
compiler that translates in some version of an assembly programming language.
But unfortunately at our faculty, most of the students enrolled in the Compiler
course do not have any knowledge about assembly languages, so our problem
was to enable them to grasp all necessary concepts in Compilers without need
of assembly programming[6].

For this purpose we have created two languages, one high-level program-
ming language, and another target language which is assembly-like low-level
programming language. Each year new (similar but different) languages were
introduced.

The high-level programming language is based on the procedural high-level
programming languages like C, Basic or Pascal (not an object-oriented lan-
guage). It includes the three most basic statements and other basic features,
and the key words are written in Macedonian language. The inspiration for this
language comes from turtle-based programming languages used for beginners
in programming languages. Indeed, the elementary statements of the languages
are actually commands for the movement of the specific turtle object like a frog,
robot, bird and so on.
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The target language is based on assembly, but has only the most basic state-
ments needed for the translation to be possible. All hardware knowledge for the
execution of a program written in this language is excluded.

Here we will introduce both types of languages. We will pay attention on
the grammars, that are usually given by syntax diagram, BNF or EBNF form.
But also we will explain some concepts connected with parsing, error corrections
and translation.
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The main purpose of this lecture, based on [2] (which is not, of course, com-
prehensive one), is to make some sort of understanding of constructive algebra
in Bishop’s style position. In the context of basic constructive algebraic struc-
tures constructive analogous of isomorphism theorems will be given. Although
the title of this paper suggest that basic constructive algebraic structures are in
the center of consideration, we brought to speak of two points of view on a given
subject: classical and constructive. The classical point of view presented in the
first part (introductional part of almost all classical abstract algebra books)
have useful role as intuition guides and to at least link with the presentations
given in the second part written in the style of classical mathematics - CLASS.

Within CLASS an algebraic structure can be described as a set with some
(not necessarily, but often, binary) operations for combining them. Centered
around an algebraic structure are notions of: substructure, homomorphism,
isomorphism, congruence, quotient structure. The relationship between them is
described by the celebrated isomorphism theorems. Troughout this section we
will limited ourselves to groups, rings and semigroups.

Theorem 1 Let f : S → T be a mapping between sets S and T . Then, the
mapping θ : S/ker f → T defined by θ(x(ker f)) = f(x) is one-one such that
f = θ ◦ π. If f maps S onto T , then θ is a bijection.

Theorem 2 Let N be a normal subgroup of a group G. Then, for every ho-
momorphism of groups f : G→ H whose kernel contains N there exists unique
homomorphism θ : G/N → H such that f = θ ◦ π. If, in addition, f is onto,
then θ is an isomorphism.
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Theorem 3 Let f : R→ S be a homomorphism of rings, and let I be an ideal
of R contained in ker f . Then, there exists unique homomorphism of rings
θ : R/I → S, such that f = θ ◦ π. If, in addition, f is onto, then θ is an
isomorphism and I = ker f .

Last two examples—groups and rings—suggest that any congruence on an al-
gebraic structure might be determined by a single congruence class of that
congruence. Study of congruences on semigroups is more complicated - no such
device is available. One must study congruences as such.

Theorem 4 Let f : S → T be a homomorphism between semigroups S and
T . Then, the mapping θ : S/ker f → T defined by θ(x(ker f)) = f(x) is an
embedding such that f = θ ◦ π. If f maps S onto T , then θ is an isomorphism.

One of the main topics in constructive algebra are constructive algebraic struc-
tures with apartness. The principal novelty in treating basic algebraic struc-
tures constructively is that (tight) apartness (in the sense of [1]) becomes a
fundamental notion. In what follows (S,=,#), (S, ]) will denote a set with
apartness and a set with tight apartness respectively. A mapping f : S → T
between two sets with (tight) apartness is strongly extensional mapping, or, for
short, se-mapping, if ∀x,y∈S (f(x)#T f(y) ⇒ x#Sy). Descriptive definition of a
structure with apartness includes two main parts: the notion of certain classical
algebraic structure is straighforwardly addopted; a structure is equiped with an
apartness with standard operations which are strongly extensional. Quotient
structure does not have, in general, a natural apartness relation. In the case
of set with apartness, for most purposes we overcome this quotient structure
problem, shortly QSP, using a coequivalence –irreflexive, symmetric and co-
transitive relation– instead of an equivalence. For any two relations α and β on
S we say that α defines apartness on S/β if xβ# yβ if and only if (x, y) ∈ α.

Theorem 5 If f : S → T is an se-mapping between sets with apartness then:

(i) the relation coker f =def {(x, y) ∈ S × S : f(x)#f(y)} is a coequiva-
lence on S (which we call the cokernel of f) which defines apartness on
S/ ker f , and ker f ⊆∼ coker f .

(ii) the mapping θ : S/ ker f → T , defined by θ(x(ker f)) = f(x), is a one-
one, a-injective se-mapping such that f = θ ◦ π; and if f maps S onto T ,
then θ is an apartness bijection.

Let (G, ], ·, e, ), (R, ], +, ·,−, 0, 1) be a group with tight apartness and a com-
mutative rings with unity and a tight apartness respectively. The solution of
QSP of these algebraic structures is based on the notion of a normal cogroup
(instead of normal group) for groups and on the notion of a coideal (instead
of ideal) for rings with tight apartness. Cogroups and codeals are the tools for
introducing an apartness relation on quotient groups or quotient rings. The
tight apartness isomorphism theorems for groups and rings follow.
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Theorem 6 Let f : G→ H be an se-homomorphism between groups with tight
apartness. Then:

(i) Cf = {x ∈ G : f(x) ] eH} ia a normal cogroup of G.

(ii) Mapping θ : G/(¬Cf ) → H, θ(x(¬Cf )) = f(x), is an apartness embed-
ding such that θ ◦ π = f .

Theorem 7 Let f : R → S an se-homomorphism between commutative rings
with tight apartness, then Cf = {x ∈ R : f(x) ] 0} is an inhabited coideal.
There is a unique apartness embedding θ : R/(¬Cf )→ S such that θ ◦ π = f .

Let (S,=,#, ·) be a semigroup with apartness. A coequivalence κκκ defined on S
is a cocongruence if it is cocompatible, i.e. ∀a,b,x,y∈S ((ax, by) ∈ κ ⇒ (a, b) ∈
κ ∨ (x, y) ∈ κ). The Apartness isomorphism theorem for semigroups follows.

Theorem 8 Let f : S → T be an se-homomorphism between semigroups with
apartness. Then:

(i) coker f is a cocongruence on S which defines apartness on S/ ker f , and
ker f ⊆∼ coker f .

(ii) the mapping θ : S/ ker f → T , defined by θ(x(ker f)) = f(x), is an
apartness embedding such that f = θ ◦ π; and if f maps S onto T , then θ
is an apartness isomprphism.

List of some examples of applications of ideas just presented can be found in [2].
The study of (basic) constructive algebraic structures with apartness can have
an effect on development of other areas of constructive mathematics. On the
other hand, it can make both proof engineering and programming more flexibile.
Of course, it is interesting in its own right, and, what is more important, it can
be fun and challenging.

Standard reference for constructive algebra is [1].
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In this talk, we introduce the notion of categorified cyclic operad, with a
particular focus on their place and use “in nature”.

Categorified cyclic operads are like symmetric monoidal categories, in that
they guide an interplay of commutativity and associativity, but they are more
restrictive, as they allow less instances of these two isomorphisms. In particu-
lar, the coherence conditions of symmetric monoidal categories do not ensure
coherence of categorified cyclic operads, the hexagon of Mac Lane not even be-
ing well-defined in the latter setting. The coherence conditions that we do take
from Mac Lane are the pentagon and the requirement that the commutator
isomorphism is involutive, but we need much more in order to ensure coherence:
we need two more mixed coherence conditions (i.e. coherence conditions that
involve both associator and commutator), a hexagon (which is not the hexagon
of Mac Lane) and a decagon, as well as three more conditions which deal with
the action of the symmetric group. The approach we take to treat the coherence
problem is of syntactic, term-rewriting spirit and relies on the coherence result
of [3]. The coherence theorem that we prove has the form “all diagrams of
canonical isomorphisms commute”. The proof consists of three faithful reduc-
tions, each restricting the coherence problem to a smaller class of diagrams, in
order to finally reach diagrams that correspond to diagrams of canonical isomor-
phisms of categorified non-symmetric skeletal operads, i.e., weak Cat-operads of
[3]. Intuitively speaking, the first reduction excludes the action of the symmet-
ric group, the second removes “cyclicity”, and the third replaces non-skeletality
with skeletality.

We give an example of a categorified cyclic operad in the form of an easy
generalisation of the structure of profunctors of Bénabou [1]. Essentially, pro-
functors admit the structure of a categorified cyclic operad because the cartesian
product of sets (figuring in the definition of the composition of profunctors) is
neither associative nor commutative on the nose.

We then show how to exploit the coherence conditions of categorified cyclic
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operads in proving that the Feynman category for cyclic operads, introduced by
Kaufmann and Ward in [4], admits an odd version, which is, in turn, precisely
the Feynman category for anticyclic operads.

We finish with combinatorial aspects of categorified cyclic operads, i.e. with
their possible characterisations in convex and discrete geometry. This investi-
gation, which is currently in progress, aims at finding polytopes which describe
the coherences of categorified cyclic operads, in the same was as the geometry
of symmetric monoidal categories is demonstrated by permutoassociahedra, or
the geometry of categorified operads by hypergraph polytopes [2]. By changing
the set of canonical isomorphisms of categorified cyclic operads, an interesting
combinatorial structure emerges: we conjecture that cyclic operadic polytopes
are associahedral, hemiassociahedral and permutohedral arrangements of hyper-
cubes.
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Mathématique de France), Numéro 387 (2017) Vol. 32, No. 12 (2017) 396–
436.

38



Epistemic models, hypertheories and

public announcements

Nenad Savi¢1 and Thomas Studer1

1Institute of Computer Science, University of Bern, Switzerland

Artemov suggested modernization of semantics and proof theory of Epis-
temic Logic. He introduced epistemic models which include Kripke models and
are more �exible for epistemic situations. New models are more concise because
they are free of the obligation to represent ignorance in Kripke models by adding
new states.

A matching framework of theories (called hypertheories) for epistemic rea-
soning with incomplete information is outlined and it is proved that epistemic
models provide a natural possible worlds semantics for hypertheories. Formally:

De�nition 1 An epistemic model is a tuple E = (W,R1, . . . , Rn, |=), where:

- W 6= ∅ is a set of states with a complete truth assignment, |=, to formulas
at each state, respecting Boolean connectives and consistent with a given
n-agent modal logic S5n:

u |= F or u |= ¬F ;

- R1, . . . , Rn are binary relations on W , such that for each formula F

u |= KiF ⇒ Ri(u) |= F. (1)

Remark 1 Truth evaluation in Kripke semantics for epistemic logic is de�ned
inductively, starting from atomic formulas at any world (with natural conditions
for Boolean connectives) and the rule:

u  KiF ⇔ Ri(u)  F. (2)

It is clear that Kripke semantics has as an assumption common knowledge of
the model, i.e., so called fully explanatory property:

if a sentence is valid at all possible states, then it is known.

In contrast to Kripke models, the truth value of formulas in epistemic models is
provided by (W, |=), while the condition (1) is only a set of constraints. Also note
that in (1) we have only �from left to right� implication, while in (2) we have
an equivalence, hence the fully explanatory property does not hold in general for
epistemic models.
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De�nition 2 A hypertheory is a tuple H = (W,R1, . . . , Rn, T ), where:

- (W,R1, . . . , Rn) is a frame;

- T is an assignment of a set of formulas Tu to each u ∈ W .

An epistemic model E = (W,R1, . . . , Rn, |=) is a model of H if for each
u ∈ W

u |= Tu.

In this talk we will discuss public announcements. The idea is to follow the
strategy as in the Kripkean case and provide an axiomatization for the public
announcement logic respecting the new setting. Namely, the idea behind public
announcements is to change a model, after an agent announces some formula
A, and consider a restriction of a model to only those possible worlds, where
A holds (preserving the corresponding relations between the worlds). Formally,
from semantical point of view:

M, s |= [A]B i� M, s |= A implies M |A, s |= B, (3)

where [A]B is new kind of formulas and stands for: �after announcement of A, it
holds that B� and M |A is above mentioned restiriction of the model (all details
can be found in [1], chapter 4). Certain principles of Public Announcement
Logic, PA, are stated via semantical validity and on that basis an axiomatization
is provided. How this idea re�ects on the new setting and which axioms should
be changed will be the topic of this talk.

References

[1] H. van Ditmarsch, W. van der Hoek, B. Kooi. Dynamic Epistemic Logic.
Springer. 2008.

40



Mathematical methods for privacy

protection
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This is the age of tremendous development of information technologies that is
followed by fast appearance of new disciplines and their application in all parts
of everyday life and society. Privacy is one of the most important problems
that relates to information technologies. The notion of privacy has a different
meaning for everyone. The 20th century brought technological advance that
increased the availability and the usage of information, [11], which, in return,
led to appearance of new meanings of the term “privacy”. Basically, privacy
is the ability and possibility to control the way of accessing the data and it’s
distribution, [12, 7].

The age that we live in can be called information age. Nowadays, differ-
ent activities that were private in the earlier age, leave digital trace, that
can be used to learn about individual’s interests, characteristics, beliefs, but
also about his/her personal information; e.g. phone number, address and even
various medical data. Today, almost everyone is an everyday user of e-mail,
messaging services (SMS, Skype, Viber, etc.), social networks (Facebook, Twit-
ter, Instagram, etc.), different search engines (Google, Bing), that are used to
get answers to everyday, but also to sensitive questions, and e-services (Booking,
Amazon, eBay) that are used for online shopping. The usage of this services
creates digital trace of the individuals, commercial entities and government in-
stitutions in various countries that users may or may not be aware of.

Internet of things is a paradigm that is, in this age, as common as the
above mentioned services. This paradigm consists of usage of a large number
of sensors, mostly with a help of wireless networks, in order to gather various
data like temperature, energy consumption, but also different medical data that
comes from the patients. It is clear that the privacy of medical data is important,
but on the first glance, privacy of the data like energy consumption may seem
unimportant. However, if that data privacy can be compromised, it could, for
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example, lead to obtaining information about when a certain object is full with
people, and when it is not, which could lead to easier planning of an intrusion.

Cloud computing is another common paradigm nowadays, that represents
the computer infrastructure that gives constant access to shared resource pool
(storage, services, applications) via network, most commonly via internet. In
cloud computing, user data, that is processed (e.g. Google docs), or only stored
(e.g. Dropbox), are located on a remote computer that is usually not in the
ownership of the user. In this scenario, the question of privacy is even more
important, especially since the data can be very sensitive, because other users
can be malicious and can compromise the data privacy on the cloud. However,
users are not the only one that can endanger privacy. Cloud providers can be
malicious as well, or at least curious, so they may access the data of their users.
Moreover, they can delegate and disseminate the users’ data to a third party
which can further use it. A taxonomy to understand privacy violations is thus
sorely needed, [9].

All of the above mentioned paradigms and activities have one thing in com-
mon - the data (digital trace or user’s data) is kept on the provider’s side in a
permanent way, that makes them practically impossible to be deleted. Taking
into account that there are already well-developed methods for processing large
data, that can be used to find various sensitive information, it is clear that the
privacy problem is an important topic, and it will continue to be so in the future.

Mathematical models and formal methods have become the base tools
in computer science for developing reliable software and hardware. New paradigms
of information technologies, such as internet of things, cloud computing, blockchain,
also require reliability that can only be provided by mathematical models.

Basic directions of mathematical methods application to data privacy are:

- computational models for privacy, based on computational models for dis-
tributed and concurrent systems [5];

- formal methods for privacy, based on logic, type systems and verification,
[10];

- differential privacy, [3] and probabilistic methods of reasoning, [13], [8];

- cryptographic methods for privacy, [6];

- application in social networks, databases, medical data, linked data, [4];

- open data, [2];

- legal aspects of privacy in information systems, [1].

The complexity of this problem requires multidisciplinary teams of mathe-
maticians, computer scientists, information scientists, lawyers, sociologists and
psychologists [1, 2]. It is necessary to encourage mathematical and multidisci-
plinary researches that are relevant to privacy protection, since that will be one
of the biggest challenges of the modern society.
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Linear logical frameworks with subexponentials have been used for the spec-
i�cation of, among other systems, proof systems, concurrent programming lan-
guages and linear authorisation logics. In these frameworks, subexponentials
can be con�gured to allow or not for the application of the contraction and
weakening rules while the exchange rule can always be applied. This means
that formulae in such frameworks can only be organised as sets and multi-
sets of formulae not being possible to organise formulae as lists of formulae.
This work investigates the proof theory of linear logic proof systems in the
non-commutative variant. These systems can disallow the application of ex-
change rule on some subexponentials. We investigate conditions for when cut
elimination is admissible in the presence of non- commutative subexponentials,
investigating the interaction of the exchange rule with the local and non-local
contraction rules. We also obtain some new undecidability and decidability
results on non-commutative linear logic with subexponentials [1].

Logical frameworks allow the speci�cation of deductive systems using the
same logical machinery. Linear logical frameworks have been successfully used
for the speci�cation of a number of computational, logics and proof systems.
Its success lies on the fact that formulas can be distinguished as linear, which
behave intuitively as resources, and unbounded, which behave intuitionistically.
Commutative subexponentials enhance the expressiveness of linear logic frame-
works by allowing the distinction of multiple contexts. These contexts may
behave as multisets of formulas or sets of formulas. Motivated by applica-
tions in distributed systems and in type-logical grammar, we propose a linear
logical framework containing both commutative and non-commutative subex-
ponentials. Non-commutative subexponentials can be used to specify contexts
which behave as lists, not multisets, of formulas. In addition, motivated by
our applications in type-logical grammar, where the weakenening rule is disal-
lowed, we investigate the proof theory of formulas that can only contract, but
not weaken. In fact, our contraction is non-local. We demonstrate that under
some conditions such formulas may be treated as unbounded formulas, which
behave intuitionistically [2].
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A Refutation of CH

Zvonimir Šikić

In his [3] Freiling proposed a probabilistic argument in support of axiom of
symmetry:

(∀f : R→ Rℵ0)(∃x, y ∈ R)(x 6∈ f(y) ∨ y 6∈ f(x)) . (AS)

He proved that AS ≡ −CH and hence gave “a simple philosophical ’proof’ of
the negation of CH”.

Nevertheless, AS was not accepted as a new axiom of set theory (although
there were some positive attitudes on the mathematical side, e.g. Devlin [2],
Mumford [4], and philosophical side, e.g. Brown [1]).

Here we offer a probabilistic refutation of CH which does not use AS. The
only probabilistic principles used in our refutation are

(∀A ⊆ R)(∀x ∈ R)(cardA = ℵ0 ⇒ pr(X ∈ A) = 0) , (1)

pr(S) = pr(T ) = 1⇒ pr(S | T ) = pr(T | S) = 1 . (2)

The first one is a consequence of countable additivity of pr and zero proba-
bility of choosing any particular real number.

The second one is a simple result of elementary probability:

pr(S) = pr(T ) = 1⇒ pr(S) = pr(T ) = 0⇒
pr(S ∨ T ) ≤ pr(S) + pr(T ) = 0⇒ pr(S ∨ T ) = 1

i.e. pr(ST ) = 1⇒ pr(S) pr(T | S) = 1⇒ pr(T | S) = 1 .

To refute CH we first note that

(∃f : R→ P(R))(∀x, y ∈ R)
[
x ∈ f(x) & card f(x) < cardR & (f(x) ⊆ f(y) ∨ f(y) ⊆ f(x))

]

is provable in ZFC. Namely, if (xα : α < cardR) is a well order of R then f
defined by f(xα) = {xβ : β ≤ α} has the desired properties.

If CH is true then (∀x) card f(x) ≤ ℵ0 and for every x, y ∈ R it follows (by
(1)) that pr(x 6∈ f(y)) = pr(y 6∈ f(x)) = 1 and (by (2)) that

pr(x 6∈ f(y) | y 6∈ f(x)) = 1 .

But

y 6∈ f(x) & y ∈ f(y)⇒ f(y) 6⊆ f(x)⇒ f(x) ⊆ f(y) & x ∈ f(x)⇒ x ∈ f(y)

which means that

pr(x 6∈ f(y) | y 6∈ f(x)) = 0 .

This contradiction implies that CH is not true.
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1st Workshop Formal Reasoning and Semantics

(FORMALS 2018)

A Satellite Workshop of Logic and Applications (LAP 2018)

Inter University Center, Dubrovnik

24–28 September 2018

This workshop is organized within the research project Formal Reasoning
and Semantics (FORMALS), supported by Croatian Science Foundation
(HRZZ), under the project UIP-2017-05-9219.

The aim of the workshop, and also of the entire project, is to bring
together researchers whose previous results were mainly in pure logic and
those who previously focused on applications. An obstacle to this potentially
fruitful communication is the narrow specialization of researchers, which is
very often an inevitable consequence of rapid development and the advance-
ment of scientific disciplines. We believe that both sides should benefit
from this collaboration: techniques of pure logic may be useful in studying
application-driven formalisms, giving inspiration to pure logicians, whose
results may again be useful in the application.

The content of workshop talks provides some concrete topics of this po-
tential collaboration, but this does not limit possibilities of future attempts
in other fields.

The invited talk V. Nigam, C. Talcott, Towards the formal verification
of Industry 4.0 applications, provides an example of a recent development
of formal methods in computational security.

B. Perak, T. Ban Kirigin, Corpus-based approach to the extraction of the
emotional concepts and their ontological relations using the natural language
logic operators, also describes a work in progress in applying formal methods,
namely in ontological study of cognitive and linguistic concepts.
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L. Mikec, F. Pakhomov, M. Vuković, Complexity of the interpretabil-
ity logic IL, is a recent result which is a standard step in studying a logi-
cal system: computational complexity of the satisfiability problem, in this
case regarding a modal logic aimed to formalize the notion of relative inter-
pretability between arithmetical theories.

M. Maretić, On geometric aspects of multiple conclusion natural deduc-
tions, also from the pure logic side of the project, is a proof-theoretic talk
which puts an emphasis on human-readability of logical proofs. This is in
accord with the program of FORMALS, which aims for the simplicity as
well as the implementability of formalisms.

The remaining three talks share the topic: social choice theory, a study
of aggregating a collective choice from individual choices in various contexts,
making it an interdisciplinary field, involving economics and mathematics
with possible applications in areas like politics and law, but also recently
strongly connected to computer science and logic.

A. Hatzivelkos, Mathematical model for notion of compromise in social
choice theory, presents an idea of a precise definition of compromise collec-
tive choice, so far an informal concept in social choice theory. B. Stojanović,
Propositional and first-order logic formalizations of social welfare functions
and T. Perkov: Formalizations of social choice theory in modal logic, sur-
vey logical formalisms in social choice theory, which will hopefully serve
as a starting point of future collaborative research, namely an attempt to
formalize concepts such as compromise.

These talks form the part of the workshop open to all participants of
LAP, which will hopefully result in broader discussions, helpful for the fu-
ture work of project research group. The workshop will also have the closed
part consisting of work meeting and two 2–3 hours tutorials, aimed to serve
as a foundation of future collaboration inside the group. T. Perkov, Intro-
duction to modal logic: a semantic approach, is aimed to familiarize other
members of the group with the expressive power of modal logic, which is of-
ten used for formalization in seemingly very different applications. B. Perak,
Ontology of the language communication and the structure of meaning, in
the first part presents the material, psychological and social components of
the language ontology, as conceived in emergent system theory, embodied
cognition theory and cognitive linguistics, also with purpose to make other
members of the group familiar with basic notions of these theories. The
second part is dedicated to practical methods of linguistic analysis, namely
syntactic-semantic methods of the meaning analysis.

We are grateful to the directors of LAP for agreeing this workshop to be
a part of the conference, as aims of LAP and FORMALS greatly overlap.

On behalf of the FORMALS project research group,
Tin Perkov
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Mathematical model for notion of

compromise in social choice theory

Aleksandar Hatzivelkos

University of Applied Sciences Velika Gorica, Croatia

Keywords:
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Social choice decision aggregation is a form of complex system modeling
which is based upon voters rankings over some set of candidates. Different social
choice functions, such as Borda count, plurality count or Condorcet methods
model different aspects of social choice decision criteria. One of such criteria
that was not fully described or modeled, is a notion of compromise. This paper
aims to define a measure which would capture notion of compromise on a given
profile of voter preferences, about certain candidate being appointed to the
certain position by some social welfare function. The goal is to define what
compromise should mean, and proposes so called ”d-measure of divergence” as
a measure of divergence for some candidate to be positioned to certain position.

Basis of this paper is the mathematical description of the notion of com-
promise. The need to formally determine how we should interpret the notion
of compromise comes from the following example. Let there be an election in
which one hundred voters should choose between three candidates: A, B and
C. Each voter places the vote by ordering those candidates. That ordering we
will call a preference, and denote it αi. Set of all preferences for those hun-
dred voters, a profile α is given in Table, where fifty one voters have preference
A � B � C, while forty nine voters have preference C � B � A.

51 49

A C
B B
C A

In the core of the notion of compromise lays a need to ”punish” or discourage
larger distances; this means that when we are looking for a way to describe com-
promise about a candidate being placed at the winning position, each position
should contribute to a sum (of distances) with more than its linear contribution.
Therefore, we will take a look at a sum of weighted distances, that is, distances
to the power of d, d being a real number greater than 1.

We will introduce notion βd
j (Mi) for some candidate Mi, which we will call

a d-measure of divergence from the j-th position. The idea is that smaller value
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of βd
j (Mi) captures notion of the greater level of compromise on a given profile

for a candidate to be placed on a j-th place of linear ordering.
Definition. Let M = {M1, ...,Mm} be set of m candidates, and let α ∈

L(M)n be a profile of n voters over those candidates. We define a d-measure
of divergence from a j-th position for a candidate Mk, βd

j (Mk), as a βd
j (Mk) =

n∑

i=1

∣∣αk
i − j

∣∣d, where αk
i stands for a position of the candidate Mk in a preference

of i-th voter, αi, and for some real value d > 1.
Given this definition, it is only natural to gather βd

j (Mk) values in a form

of a matrix; in j-th column of a matrix Md we have d-measures of divergence
from j-th position for all candidates, while in i-th row of matrix Md, we have
d-measures of divergence from all positions for a candidate Mi.

If we interpret d-measure of divergence from the first position as a measure
of compromise for a social choice function winner selection, we can compare
results of classical social choice functions. For instance, Borda count is usually
considered as a social choice function that emphasizes compromise candidate as
a winner, especially when compared to the plurality winner. Does this thesis
hold if we use d-measure of divergence from the first position as a measure for
selection of the compromise candidate for the winner? Such analysis leads to
the following result.

Theorem. Let α be a profile over the set of candidates M = {A,B,C}. Let
WBC stands for a unique Borda count winner candidate and WPC for a unique
plurality winner candidate (if there are such) over some profile α. For every
d > 1 we have βd

1 (WBC) ≤ βd
1 (WPC). Equality holds iff WBC = WPC .

A combinatorial proof of this theorem is given in [1]. Although there are
six different preferences over the set of three candidates, number of all possible
combinations of preferences that can form a profile can be reduced using Saari
technique of removing maximal symmetric sets of preferences from a profile α.
On the other hand, similar conclusion cannot be made for profiles over larger
sets of candidates (four or more). We can prove that in case with four or more
candidates, for every value of d, there is a profile such that Borda winner has
greater value of d-measure of divergence from the first position when compared
to plurality winner.

d-Measure of divergence enables new approach to the construction of social
choice and social welfare functions. Simplest, and the most natural way to
use information about d-measure of divergence, is to address a d-measure of
divergence from the first position. In most cases, it is only important who is the
winner on a given profile. Therefore, we can define social welfare function, SdM
(”Simple d-Measure”) based only upon d-measure of divergence from the first
position, i.e. values in the first column of the d-measure of divergence matrix,
Md. Analysis of SdM leads to following result:

Theorem. For all d > 1, social choice function SdM is a positional score
function over a set of m candidates.

Proof of this theorem comes from Young characterisation of positional score
functions, as it can be proven that SdM satisfies anonymity, neutrality, re-
inforcement and continuity. Another approach to utilization of d-measure of
divergence matrix Md is using greedy approach: first place in linear order we
will assign to the candidate with smallest d-measure of divergence from the first
position, second place we will assign to the candidate with smallest d-measure
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of divergence from the second position (from the set of remaining candidates,
of course), and so on. Although algorithm sounds reasonable, it can produce
strange results, since social welfare function defined in such way is not Pareto
efficient.

Finally, we can use approach which (in a sense) totally minimizes sum of d-
measure divergences, by finding the permutation (ordering) of candidates, such
that total sum of d-measure divergences from a position in a given permutation
of a given candidate is minimal. This function provides an interesting area of
research. So far it was proven that TdM function is well behaved asymptotically
(a version of continuity), and that it is not positively responsive.

Acknowledgments: This work has been supported in part by Croatian
Science Foundation under the project UIP-05-2017-921 and by the University
of Applied Sciences Velika Gorica.
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On geometric aspects of multiple

conclusion natural deductions

Marcel Maretić∗

University of Zagreb

Multiple conclusion deductions were proposed by Kneale [2] to address the
lack of classical symmetries in Gentzen’s NK calculus of natural deductions of
classical logic. In this work we consider a number of geometrical (graphical)
aspects of multiple conclusion deductions (MCD) defined as bipartite directed
acyclic graphs (DAG) in [3]. Namely, we primarily investigate the graphical
(graph-theoretical) perspective on the decompositions, transformations, orien-
tation, symmetries, “analiticity” and normality of MCD proofs.

MCD proofs are also analyzed and compared next to well-established calculi
(sequent systems, resolution-based proofs and tableaux) with respect to the
desiderata of simplicity and accessibility to humans of a “good and practical
deductive system” (according to [1, 4]).
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Keywords:
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This talk is based on the paper [MPV18]. Computational complexity of
modal logics was first studied by Ladner [Lad77]. Various tableau–based meth-
ods were used in proofs of PSPACE–decidability of a number of modal logics (like
K, K4, S4 etc; see [Lad77] and [Spa93]). PSPACE–completeness of the satisfia-
bility problem (and also of the decision problem, since co-PSPACE = PSPACE) for
the closed fragments of modal systems K4, S4, Grz and GL is proved by Cha-
grov and Rybakov [CR03]. Shapirovsky [Sha10] proved the PSPACE–decidability
of propositional polymodal provability logic GLP. PSPACE–completeness of the
closed fragment of the system GLP is proved by Pakhomov in [Pak14].

The interpretability logic IL, introduced by Visser [Vis90], is an extension
of provability logic with a binary modal operator B. This operator stands for
interpretability, considered as a relation between extensions of a fixed theory.
Bou and Joosten proved in [BJ11] that the decidability problem for the closed
fragment of IL is PSPACE–hard.

We consider the complexity problem for interpretability logic and prove that
the system IL is PSPACE–complete. Our constructions can be seen as general-
izations of the constructions by Boolos presented in [Boo96] (Chapter 10). If we
restrict our work to GL, the resulting method is very similiar to the one given
by Boolos, up to the terminology. Our method can also be seen as extending
the method presented in [Sha10], of proving PSPACE–completeness (monomodal
case), and has similarities with the proofs od completeness in [GJ08] and [GJ11].

We will comment on extending this approach to other interpretability logics.

∗Supported by Croatian Science Foundation (HRZZ) under the project UIP-05-2017-9219.
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Towards the formal verification of

Industry 4.0 applications

Vivek Nigam1 and Carolyn Talcott2

1fortiss GmbH, Munich, Germany & Federal University of Paráıba,
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2SRI International, Menlo Park, USA

Industry 4.0 is the new generation of manufacturing where factory stations
can collaborate by communicating using the Internet backbone. This allows
for new features, such as using the power of the cloud to reduce costs and
accelerate production. However, new security concerns result from the greater
attack surface due to the fact that devices are now connected to the Internet and
hence, to the world. Formal methods have been successful in helping identify
security flaws in, for example, criptographic protocols. In this talk, we describe
our initial steps towards the formal verification of Industry 4.0 applications for
security flaws. In particular, we model in Maude applications specified using the
4diac framework implementing IEC 61499, a domain model specific modeling
language for industrial control solutions. We propose different intruder models,
depending on the level of abstraction of the scenario as well as defenses that
could be used in applications against possible attacks.
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Corpus-based approach to the
extraction of the emotional concepts

and their ontological relations using the
natural language logic operators

Benedikt Perak1 and Tajana Ban Kirigin2
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The paper deals with the identification, extraction and cross-linguistic com-
parison of the emotion concepts and their relationship with other material, psy-
chological and socio-cultural concepts. What are the salient semantic domains
and conceptual structures of the linguistic construals that are used to express
emotions as entities (nouns), processes (verbs) and properties (adjectives, ad-
verbs) in the communication? The methodology of this ontological corpus-based
study includes three phases. The first phase deals with the construction of the
Ontological Model of Concepts and Linguistic Constructions database that aims
to formalize the meta-data about the ontological features of the psychological
concepts and their relation with material and socio-cultural concepts. The on-
tological model is theoretically grounded in the system theory (Emmeche et
al. 1997, Baas & Emmeche 1997, El-Hani & Emmeche 2000, Searle 2006,
Capra & Luisi 2014), and cognitive approaches to the categorization (Rosch
2005). The ontological model is stored in a graph property database Neo4j
(https://neo4j.com/). The second phase includes the extraction of the nominal,
adjectival and processual lexical concepts related to the psychological phenom-
ena from the large corpuses of Croatian (hrWaC 2.2) and English (enTenTen13)
using the SketchEngine API and UDPipe (http://ufal.mff.cuni.cz/udpipe) to-
kenizer and parser. The psychological domains are extracted using the syn-
tactic methods of paradigmatic similarity score for the co-occurrences in the
coordinated construction [x and y] for nominal lexemes Sketchengine platform
(https://the.sketchengine.co.uk) that function as a detector of entities connected
with logical operators. Using graph algorithms for community detection the lex-
emes in the coordinated linguistic constructions are classified for their syntactic-
semantic domains.

The third phase examines the ontological status of the lexemes and super-
imposes logical inferences on the semantic-syntactic constructional relations of
the language specific knowledge.

This empirical approach sets the dynamic systems theory as the epistemolog-
ical basis for studying ontological questions of the syntactic-semantic relations

57



expressed in language, its metaphoricity, dynamic network relationships, non-
linearity, emergence, complexity, hierarchy, ontological contingency and congru-
ence of the conceptual organization of psychological concepts (Larsen-Freeman
2015).
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Formalizations of social choice theory in

modal logic

Tin Perkov∗

University of Zagreb

Social choice theory is about aggregating a collective choice from given in-
dividual choices. It includes a study of strategic behavior in this context, such
as declaring an insincere choice so that the outcome of aggregation becomes
more preferable. Computational aspects of social choice theory include issues
of decidability and complexity of e.g. computing winner of an election under
a given voting rule, or regarding strategic issues, of computing a possibility to
manipulate an election. To contribute to computational study of social choice,
various logical formalizations are developed to reason about problems of social
choice theory. This talk is a survey of some such formalizations, namely (some
of) those which use modal logic.

The following three logical systems for social choice will be overviewed:

• modal logic of judgment aggregation (i.e. aggregating collective judgment
from individual judgments in more general context then elections, e.g.
court jury or some board decision making) in Hilbert-style [1] and a natural
deduction system for the same logic [4], in particular useful to formalize
social welfare functions, voting rules which produce collective preference
of candidates from individual preferences

• modal logic of social choice functions [5] which formalize social choice
functions, rules which just produce winners from individual judgments,
instead of entire collective preference, but still expressive enough to for-
mally prove classical theorems of social choice theory, as demonstrated in
[3]

• logic of knowledge and voting [2], a recent attempt of developing a more
general language, able to express some strategic aspects of voting, in par-
ticular an ability to manipulate having only uncertain or incomplete in-
formation.
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[3] G. Cinà, U. Endriss: Proving classical theorems of social choice theory in
modal logic, Journal of Autonomous Agents and Multi-Agent Systems 30
(2016) 963–989.

[4] T. Perkov: Natural deduction for modal logic of judgment aggregation, Jour-
nal of Logic, Language and Information 25 (2016) 335–354.

[5] N. Troquard, W. van der Hoek, M. Wooldridge: Reasoning about social
choice functions, Journal of Philosophical Logic 40 (2011) 473–498.

60



Propositional and first order logic

formalizations of social welfare functions

Branimir Stojanović∗
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A concern of social choice theory are voting rules such as plurality rule,
Condorcet method and Borda rule. They aggregate individual preferences into
a collective preference.

Mathematical models for such rules is based on a set of individuals (N ) and
a set of alternatives (X ), an individual preference is represented by a linear
ordering on X and a voting rule is represented by a social welfare function
(SWF), defined as:

ω : L (X )
N → L (X ) , where L (X ) denotes the set of linear orders on X .

An element of L (X )
N

is called a preference profile.
If we want to understand what Arrow’s Theorem is about we have to study

the following three properties of SWFs: unanimity (UN), independence of ir-
relevant alternatives (IIA) and non-dictatorship (ND).

Arrow’s Theorem. If X and N are finite and non-empty, and if |X | ≥ 3,
then there exists no SWF for X and N that satisfies UN, IIA and ND.

In this talk, formalizations of SWFs in first-order logic developed by Grandi
and Endriss [1], and in classical propositional logic (Tang and Lin [2]) will be
presented.

At the first glance, a first-order formalization has a problem with quantifi-
cation over all possible linear orders (the set of preference profiles) because this
corresponds to a second-order quantification. As a workaround to this problem,
so-called situations are introduced to serve as names for different preference
profiles. Then the signature of a first-order theory consists of the following
components:

1. three unary predicates to mark alternatives (A), individuals (I), and sit-
uations (S),

∗Supported by Croatian Science Foundation (HRZZ) under the project UIP-05-2017-9219.
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2. a predicate p of arity four: p (z, x, y, u) indicates that individual z prefers
x over y in situation u,

3. a ternary predicate ω that stands for SWF: ω (x, y, u) translates as x is
collectively preferred to y under the preference profile associated with
situation u.

There is an axiomatization over this signature which characterizes the class
of SWFs. In this theory we can express Arrow’s conditions. For example,
unanimity is expressed by the formula

∀u∀x∀y (S (u) ∧A (x) ∧A (y)→ [(∀z (I (z)→ p (z, x, y, u)))→ ω (x, y, u)]) .

In the second part of the talk we present a formalization in classical proposi-
tional logic, developed by Tang and Lin with the purpose to obtain a computer-
aided proof of Arrow’s Theorem. Their method uses two inductive lemmas to
reduce the general statement to the base case of 3 alternatives and 2 individuals,
and this case is then verified using a computer.

For the base case we can rewrite FOL representation in propositional logic.
Predicates p (z, x, y, u) and ω (x, y, u) become atomic propositions pz,x,y,u and
ωx,y,u respectively. Formulas with universal quantifications become conjuctions
and those with existential quantifications become disjunctions. For example,
the following formula express the unanimity:

∧

i,j∈{1,2,3},i6=j
k∈{1,...,36}

(
pz1,xi,xj ,uk

∧ pz2,xi,xj ,uk
→ ωxi,xj ,uk

)
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