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Abstract. In this paper we consider a simple scaling condition for a
special subclass of H−matrices and we present applications of this con-
dition in eigenvalue localization for Schur complements of matrices in
this subclass. Spectra localizations for the Schur complement matrix are
based on the construction of the diagonal scaling matrix for the given
H−matrix and use only the entries of the original matrix.
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1. Introduction

The theory of H−matrices, together with related knowledge on classes of
M−matrices and P−matrices, represents a research area of interest for mathe-
maticians as well as for researchers in the field of economy, ecology, engineering.
It is well-known that investigation of some special subclasses of H−matrices
brought to light different possibilities for localizing spectra of square complex
matrices in general. Spectra localizations provide important information on
stability of dynamical systems. Also, H−matrices and related classes play an
important role in research on existence and uniqueness of solutions in linear
complementarity problems, in construction of iterative procedures for solving
these problems and in error analysis. Schur complement appears in block-
Gaussian elimination and proved to be useful in reducing the dimension of
the problem in solving linear systems of equations. When considering Schur
complements of H−matrices, in recent years different authors provided results
on closure properties of some special subclasses of H−matrices under Schur
complement. Also, dominance degree of Schur complement was discussed and
compared to the dominance degree of the original matrix.
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Maja Nedović, Srd̄an Milićević

In this paper we deal with a special subclass of H−matrices defined by a
simple condition based on scaling. We provide information on eigenvalues of
Schur complements for matrices in this class.

2. Special H−matrices

In this section we recall results on SDD matrices and H−matrices and deal
with a simple condition defining SDD−scal matrices.

A matrix A = [aij ] ∈ Cn,n is a strictly diagonally dominant (SDD) matrix
if

|aii| > ri(A), for all i ∈ N = {1, 2, ..., n},

with ri(A) being a deleted row sum defined as follows

ri(A) =
∑

j∈N\{i}

|aij |.

This well-known class of non-singular matrices is the starting point for research
on wider classes of special H−matrices. Its main advantage is that it is defined
by a very simple condition, easily checkable, with low calculation cost.

Although there are many different ways to introduce non-singular H−matrices,
see [1], the scaling characterization given by Fiedler and Pták, see [8], is the
most revealing for the subject of this paper. According to [8], a given matrix
A = [aij ] ∈ Cn,n is an H-matrix if and only if there exists a diagonal non-
singular matrix D such that AD is an SDD matrix. Moreover, we can
always assume that D has only positive diagonal entries.

In literature, there are several subclasses of H−matrices that are introduced
or further researched through a construction of special diagonal scaling matri-
ces, see [3, 7, 17, 18]. We apply the type of scaling from [3] in the next section
in order to obtain spectra information for Schur complements.

Let us consider a different type of row sums for the given complex square
matrix with nonzero diagonal entries, as follows. If aii 6= 0, i ∈ N, define

Ri(A) =
∑

k∈N\{i}

rk(A)

|akk|
|aik|.

Let A ∈ Cn,n, n ≥ 2, be a matrix with nonzero diagonal entries and let

ri(A) > Ri(A),

for all i ∈ N. We call matrices satisfying this condition SDD−scal matrices.
It is easy to see that any SDD−scal matrix is an H−matrix. Namely, define
a non-singular diagonal matrix

D = diag(dk), k = 1, ..., n,

with
dk =

rk(A)

|akk|
, k = 1, ..., n.

Let us consider the matrix AD. It holds that

(AD)ii = ri(A), i = 1, ..., n,
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ri(AD) =
∑

k∈N\{i}

rk(A)

|akk|
|aik| = Ri(A), i = 1, ..., n.

Therefore, as A is an SDD−scal matrix, AD is an SDD matrix, implying that
A can be scaled to SDD matrix by a non-singular diagonal matrix D. This
proves that A is an H−matrix.

Although this condition represents a simple modification of SDD condition,
it is easy to see that the class of SDD−scal matrices is not a subclass of SDD,
nor SDD class is a subclass of SDD−scal. For example, if we consider any
SDD matrix with at least one deleted row sum equal to zero, it is easy to notice
that such matrix is not SDD−scal. On the other hand, there are matrices that
belong to SDD−scal class, but do not belong to SDD, such as the matrix B,
while the intersection of these classes is not empty, as there exist matrices that
belong both to SDD and SDD−scal, such as the matrix C,

B =


2 1 1 0
0 2 1 0
0 1 2 0
2 1 0 2

 , C =


2 1 0 0
0 2 1 0
0 0 2 1
1 0 0 2

 .
Therefore, classes SDD and SDD−scal stand in a general relation. If we
consider the recently introduced class of SDD1 matrices, see [14, 16], that
contains SDD class, it is easy to see that B does not belong to SDD1, meaning
that SDD−scal and SDD1 also stand in a general relation.

Recall that the famous Geršgorin theorem, that provides an eigenvalue lo-
calization set for an arbitrary complex square matrix, is equivalent to the state-
ment that every SDD matrix is non-singular. Geršgorin localization set is the
union of n Geršgorin disks, one for each row of the given matrix, defined as
Γi(A) = {z ∈ C | |z−aii| ≤ ri(A)}, i = 1, 2, ..., n. For more details on eigenvalue
localization sets see [18]. In the next section, we apply Geršgorin localization
set and the construction of diagonal scaling matrices for SDD−scal matrices in
order to define areas that include (or exclude) spectra of Schur complements.

3. Eigenvalues of Schur complements of SDD−scal matri-
ces

Spectra localizations and closure properties for Schur complements of some
special matrices were researched in [4, 5, 6, 9, 10, 13, 15, 17].

The Schur complement of A with respect to a proper subset of N , α, is
denoted by A/α and defined as

A(α)−A(α, α)(A(α))−1A(α, α)

where A(α, β) stands for the submatrix of A ∈ Cn,n consisting of the rows
indexed by α and the columns indexed by β, while A(α, α) is abbreviated to
A(α). We assume A(α) to be a nonsingular matrix. For details on applications
of Schur complement matrices see [2, 19]. In the remainder of this section,
we are interested in providing information on eigenvalues of Schur comple-
ments without calculating Schur complements. It is, off course, possible to
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apply well-known results on localizing spectra once the Schur complement ma-
trix is calculated using the entries of Schur complement matrix. However, in
what follows, we provide preliminary information on the eigenvalues of Schur
complements using only the entries of the original matrix. These preliminary
bounds can be useful when solving large scale systems of linear equations via
Schur-based iteration, as the concentration of eigenvalues could predict faster
convergence.

In [12], the following result is obtained. If a matrix A = [aij ] ∈ Cn,n is an
SDD matrix with real diagonal entries, and α a proper subset of the index set,
then, A/α and A(α) have the same number of eigenvalues whose real parts are
greater (less) than w(A) (resp. −w(A)), with

w(A) = min
j∈α

[
|ajj | − rj(A) + min

i∈α

|aii| − ri(A)

|aii|
∑
k∈α

|ajk|

]
.

In [11], one can find another result on the dominant degree and the spectra
localization for the Schur complement. If A ∈ Cn,n and α = {i1, i2, . . . , ik} ⊆
N2(A) = {i ∈ N : |aii| > ri(A)}, α = {j1, j2, . . . , jl}, then, for every eigen-
value λ of A/α, there exists 1 ≤ t ≤ l such that

|λ− ajtjt | ≤ rjt(A).

This means that the localization area for eigenvalues of A/α can be obtained
by taking the union of those Geršgorin disks, formed for the matrix A, whose
indices are in α.

Now we present main results on eigenvalue localization for Schur comple-
ments of SDD−scal matrices.

Theorem 3.1. Let A = [aij ] ∈ Cn,n be an SDD−scal matrix with real di-
agonal entries and let α be a proper subset of the index set N . Then, A/α
and A(α) have the same number of eigenvalues whose real parts are greater
(less) than w(D−1AD) (resp. −w(D−1AD)), where D = diag(d1, d2, ..., dn),

dk =
rk(A)

|akk|
, k = 1, ..., n.

Proof. Notice that D−1AD is an SDD matrix with real diagonal entries. For
α being a proper subset of the index set N , it holds that

(D−1AD)/α = D−1(α)(A/α)D(α),

which is similar to A/α. As (D−1AD)(α) and A(α) are similar for any choice
of α, their spectra coincide. Applying result from [12] to SDD matrix D−1AD
we obtain that A/α and A(α) have the same number of eigenvalues whose real
parts are greater (less) than w(D−1AD) (resp. −w(D−1AD)).

When real parts of all the eigenvalues of the matrix A(α) lie out of the
interval (−w(D−1AD), w(D−1AD)), this vertical band represents the exclusion
area for the spectrum of A/α.

The next result gives a preliminary localization for the spectrum of the
Schur complement matrix through a modification of the Geršgorin set of the
original matrix.
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Theorem 3.2. Let A = [aij ] ∈ Cn,n be an SDD−scal matrix, let α be a subset

of the index set N, and let D = diag(d1, d2, ..., dn), dk =
rk(A)

|akk|
, k = 1, ..., n.

Then,

σ(A/α) = σ((D−1AD)/α) ⊆
⋃
j∈α

Γj(D
−1AD).

Proof. It is easy to see that

(D−1AD)/α = D−1(α)(A/α)D(α).

Therefore the matrices (D−1AD)/α and A/α are similar. This implies that

σ(A/α) = σ((D−1AD)/α).

As D−1AD is an SDD matrix, applying the result from [11] to the matrix
D−1AD, we prove our statement.

The benefit of this result is that it allows us to construct a localization area
for the spectrum of Schur complement matrix A/α by scaling those Geršgorin
disks of the original matrix A that correspond to α. Notice that results of this
type are obtained for PH−matrices, see [13], for Partition-Nekrasov matrices,
see [17] and for SDD1 matrices, see [14], only with different constructions of
corresponding scaling matrices.
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